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Abstract. Improving data processing in big data is a delicate procedure in our current digital era due to the massive
amounts of data created by humans and machines in daily life. Handling this data, creating a repository for storage, and
retrieving photos from internet platforms is a difficult issue for businesses and industries. Currently, clusters have been
constructed for many types of data, such as text, documents, audio, and video files, but the extraction time and accuracy
during data processing remain stressful. Hadoop Distributed File System (HDFS) is a system that provides a large stor-
age area in big data for managing large datasets, although the accuracy level is not as high as desired. Furthermore, query
optimization was used to produce low latency and high throughput outcomes. To address these concerns, this study pro-
poses a novel technique for query optimization termed the Enhanced Salp Swarm Algorithm (ESSA) in conjunction with
the Modified K-Means Algorithm (MKM) for cluster construction. The process is separated into two stages: data collec-
tion and organization, followed by data extraction from the repository. Finally, numerous experiments with assessments
were carried out, and the outcomes were compared. This strategy provides a more efficient method for enhancing data pro-
cessing speed in a big data environment while maintaining an accuracy level of 98% while processing large amounts of
data.
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Table for Abbreviation and symbol

Terms &
symbols used

Description

HDFS Hadoop Distributed File
System

ESSA Enhanced Salp Swarm
Algorithm

RDBMS Relational database
management systems

SHA Secure Hash Algorithm
SSA Salt Swarm Algorithm
ACO Any Colony Optimization
GA Genetic Algorithm
PCA Principle Component

Analysis
BGA Binary Genetic Algorithm
BBCS Binary Binomial Cuckoo

Search
bGWO Binary Grey Wolf Optimizer
BCSO Binary Competitive Swarm

Optimizer
BCSA Binary Crow Search

Algorithm
CH Cluster Head
ELD Economic Load Dispatch
HC Hill Climbing
PSO Particle Swarm Optimization
GSA Gravitational Search

Algorithm
GWE Grey Wolf Enhancement
MWOA-SPD Modified Whale Optimization

Algorithm for Spam Profile
Detection

WOA Whale Optimization
Algorithm

SAABC Self-Adaptive Artificial Bee
Colony

CS Cuckoo Search
GSA Gravitational Search

Algorithm
BOA Butterfly Optimization

Algorithm
ABC Artificial Bee Colony
MKM Modified K-Means algorithm
MB MegaBytes
FCM Fuzzy C-Means
ms Milli seconds
∪ Union

/ Division∑
Sum

∂ Data points
� Data points
∈ Implies

1. Introduction

Because of its massive volume and diverse nature,
cloud storage has several restrictions over a vast net-
work. As a result, the created data will be kept in a vast
cluster network equipped with a massive repository
system known as big data processing. In certain clus-
ter networks, processing time and accuracy are not up
to expectations. Despite the employment of sophis-
ticated and contemporary approaches in large data
processing, extraction efficiency is depleted at net-
work nodes. The HDFS system enables large amounts
of data to be stored in a scale-out memory storage sys-
tem that does not support shared architecture. The
map-reduce approach is used to handle data from
a repository as well as user needs. Since cluster
networks have restricted parameters for extracting
data, all internet apps communicate their data bi-
directionally from the user to the system [1–5].
Several sectors and businesses rely on big data to
manage their real-world application data repositories
and make decisions based on it for their company
plans with analytics. Strong processing engines are
required to extract reliable data in the shortest amount
of time possible for consumers [32–39]. In large data
processing, answering queries to obtain data from
repositories was critical [6–8].

Yet, the multiple queries designed to process data
in a system may result in a delay in the accuracy
of their extraction. To address this issue, query opti-
mization is a method that plays an important role
in data processing at each cluster node. To reduce
network conflicts during transmission, cluster nodes
often store the same categories of data [9–11,40].
Relational database management systems (RDBMS)
provide the fundamental structure to obtain original
data; however, as the volume is large, more queries
are required to obtain the data. Delay and through-
put characteristics are influenced at that moment
[12–14,43]. Several sophisticated technologies for
large data processing, such as Hadoop, Spark, and
Flume, are available on the market. Yet, the program-
ming created for retrieving data from repositories was
a key idea when developing programmes as queries.
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Fig. 1. Big data processing units.

Therefore, various languages, including Java, C#, and
Python, must be utilized in the field to build the map
reduction query as well as other extraction queries
[15–17, 42]. Figure 1 describes the units working for
big data processing on larger networks.

1.1. HDFS-Map reduce techniques

The phases of data processing must begin with
the collection of large amounts of data from var-
ious resources on the internet and other sources.
Collected data is saved in the HDFS structured file
system, which is replicated on their client nodes.
It is again preprocessed with its characteristics, and
SHA (Secure Hash Algorithm) hash values are cre-
ated [18, 41, 45–50]. Feature extractions are detected
via the network based on their metadata and are then
processed during transmission [51–56]. Clusters are
constructed in accordance with the categories of data
held in the network; the arrangements were made
using map-reduce techniques on the bigger network.
The same method must be repeated using network
queries and an optimization technique such as the
salp swarm algorithm to select the most accurate data
from the multi-objective solutions. In general, in a
distributed environment, databases and their values
are spread among cluster nodes with replication fac-
tors on the HDFS-Map-Reduce framework, resulting
in inaccurate data being transmitted over the network.

1.2. Salp swarm algorithm (SSA)

A large-scale repository houses databases and
many sorts of datasets. Queries assist users in retriev-
ing information from these databases as needed.
Longer queries, on the other hand, will cause the

processor to extract the data with high latency and
sluggish processing speed. To address this issue,
query optimization has developed many techniques.

The Salt Swarm Algorithm (SSA) [19–26] is one of
the most popular algorithms for getting good results
from a large number of solutions in a meta-heuristic
fashion. The main aspect of SSA is feature selection
using the closed frequent item set, which will gen-
erate entropy for each dataset assigned in different
places [57–62]. First, the entire dataset is obtained
and randomly assigned access points. The data set
is partitioned into subsets, and each place in the
repository is allocated to all subsets. Every time, it
computes the fitness value for each salp and updates
it as a chaotic map on the sequence as needed. These
updates often alter the positions of all stations visible
on the network map, after which the assigned sta-
tions send their information to the central controller
[27–29].

As the points on the map are altered, the sequence
of salp positions is automatically updated to construct
the chain. This chain process has been continuously
improved in larger network cluster nodes, so that if
any node failure or single-point failure occurs, it will
be immediately rectified and addressed by the salp
swarm algorithm [30, 31].

Eventually, the threshold value that fulfils the con-
straints of the dataset that has been obtained will offer
the best subset from the many subsets. If not, the pro-
cedure is repeated until the exact subset is obtained.
Initially the dataset taken for the research has loaded
in this approach and the salp positions are selected
randomly chosen for creating the population. Then
each salp position is set to feature subset for clas-
sification. Calculate the fitness of each salp and it
is updated the sequences of the chaotic maps. Once
done all salp positions are updated else this is work-
ing iteratively until it has done. Figure 2 denotes the
steps in feature selection for SSA.

2. Related works

[1] suggested Quantized Salp Swarm Algorithm
for feature selection and given various strategic meth-
ods to extract the features from the data sets. However,
the limited datasets can be accessed from the whole
data set of repository it consumes more time for data
processing. A Feature Selection Using New Version
of V-Shaped Transfer Function for Salp Swarm Algo-
rithm in Sentiment Analysis method to extract the
data from the repositories [2], which is taken from
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Fig. 2. Feature selection steps in SSA.

the different sources. This kind of functions is used
to develop the speed of the data proceeding at huge
repositories. But accuracy levels are remains not suf-
ficient during online assessments.

[2] developed Hyper-heuristic salp swarm opti-
mization of multi-kernel support vector machines
for big data classification for feature classification
techniques and it is used for deriving exact data
from the larger datasets on the clusters. [3] suggested
Improved k-means clustering algorithm for big data
based on distributed Smartphone-neural engine pro-
cessor to implement the cluster creation methods for
developing the data processing speed effectively. [4]
suggested an ACOGA algorithm with HDFS map
reduction strategy to increase query optimization
in big data systems. The query optimization prob-
lem and its solutions must be addressed using Any
Colony Optimization and Genetic Algorithm con-

cepts. Clusters are formed using K-Means methods,
while individual clusters are formed using Normal-
ized K-Means clustering for all forms of data. For
security reasons, the SHA 512 algorithm is utilised
to produce hash values for generated Metadata. It
yielded reliable data processing values in a large data
environment, and query optimization shows user-
required data within the time frame specified.

[5] offered an examination of composite web-
sites and their contents from online sources. The
adaptive environment generates web ranking opti-
mization principles with minor adjustments to the
Salp Swarm Algorithm. It deals with multi-objective
solutions to fitness outfitting issues that arise in vast
networks. It is accomplished through the use of Prin-
ciple Component Analysis in image processing and
Fuzzy C-Means algorithms in cloud storage ideas.
The changes made in SSA will affect the solutions
corrected on pictures collected from its cloud clusters.

[6] and [7] offered complicated multi-modal solu-
tions in a bigger network with several benchmarks
used in data processing. Random opposition-based
learning along with diverse leadership strategies must
be used to properly develop the overall process.
In addition, simulated annealing is performed on
the same processing as the SSA technique. The
CEC-2015 standard is used to classify multimodal
challenges and their solutions.

[8] presented the Binary Swarm Algorithm
(BSSA) for feature selection with hybrid data trans-
fer. The processing system addressed issues such
as low system performance and high power con-
sumption. To forecast the precise pictures from the
repository, PCA and rapid independent component
analysis are utilised. This paper’s approaches for
query optimization include the Binary Genetic Algo-
rithm, Binary Binomial Cuckoo Search, Binary Grey
Wolf Optimizer, Binary Competitive Swarm Opti-
mizer, and Binary Crow Search Algorithm.

[9] developed a levy battle to enhance SSA in
feature selection and high dimensionality situations.
Using SSA principles, query optimization is per-
formed using a met-heuristic technique. Despite this
method cannot manage large amounts of data, SSA
was enhanced with iSSA by adding new features to
the previous one. The entire system runs on huge
cluster nodes to efficiently analyse data utilizing
query optimization for reliable results. To prevent
less secure routing concerns and energy consump-
tion issues, [10] presented Node Replacement Based
Energy Optimization Using Enhanced Salp Swarm
Algorithm. It also handles node failure in network
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clusters; if any node fails instantly, it is replaced by
another node/neighbor node. Cluster Head activities
use the NS2 simulator to monitor and control all
nodes in the cluster. It produces accurate results by
combining the findings of improved SSA with nodes
connected via a network. E2SA aids in predicting the
precise outcomes of the CH’s many solutions.

[10] presented mutation strategies for low con-
vergence rate problems and falling sub-optimal
solutions. These mutations use different combina-
tions of relationships as an input parameter and are
tested against 23 common benchmark issues utilizing
statistics and convergence curves. Gaussian muta-
tions are examined, and subset searching is balanced
with the mutation outcomes achieved by the bench-
mark systems. For mutations, Gaussian Cauchy and
levy battle schemes are utilised, and only SSA can
predict the correct result from these.

[11] A suggested a unique feature selection strat-
egy for some redundant and irrelevant characteristics
that appeared in distinct clusters. Sets are subdivided
into subsets in this strategy to separate the features
detected in the system. Finally, the projected char-
acteristics are balanced based on the subsets found
on the network system using SSA. Though it is dif-
ficult to forecast the correct one from the different
solutions, it must be built and enhanced using the
FS-SSA approach using various attributes contained
in the data sets.

[12] A recommended a massive data text clustering
approach that successfully forecast the Meta-
heuristic optimization technique on fitness difficulties
and clustering issues. Typically, building clusters on
the network would not cause any problems; never-
theless, the factors evaluated for such clusters while
designing a multi-heuristic method make things hard
in certain instances. To execute a multi-heuristic
optimization technique, this algorithm offered clas-
sification and partition clustering.

[13] A proposed a hybrid SSA for economic load
dispatch problems on non-convex economic scenar-
ios during population-based load dispatch concerns.
The above-mentioned problem is solved using SSA
and HC approaches as a single point-based algo-
rithm. This approach predicts ELD issue solutions
using a hybrid of SSA and HC. [14] and [15]
proposed a Denary SSA for objective issues includ-
ing feature selection and multiple values. With this
approach, solutions/results are always available in
various objective methods, making it difficult to
select the best one. Nevertheless, denary SSA sepa-
rates all of the results gathered from diverse resources

into single solutions from numerous values based on
their characteristics.

[16] presented SSA-based selection strategies for
predicting precise answers from repositories. Its
study and implementations are focused on hybrid
engineering difficulties that emerged in network
clusters. Their novel technique of Proportional
Scheme-HSSA enables to anticipate the exact one
from the numerous items using the selection scheme
utilised on it. Hybrid concepts aid in the division of
solutions into numerous parts and the selection of
the best one among them. [17] developed different
SSA algorithms based on local and swarm articles.
The meta-heuristic technique is the best strategy for
selecting the best solution from the network’s vari-
ous solutions. Moreover, the hill-climbing technique
is utilised to estimate the optimum solution among
them, however accuracy was lacking in several areas.
Query optimization was performed using GA prop-
erties found in the populations.

[18] presented a mix of SSA and Particle Swarm
Optimization to avoid the optimal exploration and
exploitation for each function throughout the network
search process. Numerous benchmarks, including
CEC 2005 and CEC 2017, have been used to eval-
uate the outcomes of the hybrid algorithm created.
[19] developed improved SSA for high dimensional-
ity and multidimensionality difficulties encountered
during data transmission. Orthogonal learning is
used to break down local optimal solutions, whereas
quadratic interpolation is used to improve the accu-
racy of global optimum solutions. It was improved
using SSA to give remedies to the aforementioned
difficulty.

[20] A submitted a big data analytics feature selec-
tion methodology to increase data processing speed
and time in a bigger network system. In data pro-
cessing, the K-Means approach is used for clustering,
while the Cross-validation K-fold method is used to
pick mutation schemes. Grey Wolf Enhancement The
query optimization approach methodologies utilised
in big data analytics are GWO and PSO, as well
as a hybrid Gravitational Search Algorithm (GSA).
[21] presented sigmoid SSA for multi-objective opti-
mization on the network using linear and non-linear
functions. Perturbation-SSA is a newly suggested
approach for developing the sigmoid decreasing
function and providing answers to multi-objective
network challenges.

[22] A recommended a hybrid optimization
approach for delivering solutions for VM (Virtual
Machine) deployment in cloud data centres. To give
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solutions, their SLA (Service Level Agreement)
includes First Fit, Virtual Machine Placement Ant
Colony System, and Enhanced Best Fit Decreas-
ing techniques. As discrete multi-objective and
chaotic functions, the Sine-Cosine Algorithm and
SSA decrease power consumption and wastage of
resources. [23] presented the Quantum inspired
binary chaotic salp swarm method (QBCSSA)
for work scheduling and VM placement difficul-
ties. It also has a multi-objective fitness function
for assessing particle fitness. In this method, the
quantum-inspired binary chaotic salp swarm algo-
rithm BCSSA is applied to find solutions for the
aforementioned problems.

[24] developed a quantum computing technique
for dealing with network system complexity, non-
linearity, restrictions, and modelling challenges.
Quantum-based SSA is utilised to explore answers to
the aforementioned challenge on a bigger network.

Quantum computing is a mechanism for transfer-
ring data that uses light sources. The pace between
nodes is extremely fast, and no data is lost. [25]
suggested a Reliable Enhanced Whale Optimization
Algorithm for recognizing the dynamic nature of
spammers in networks. Hybrid method The Modi-
fied Whale Optimization Algorithm for Spam Profile
Detection and hybridizing the Whale Optimization
Algorithm for data processing are also explored in
length in this work. [26] A recommended a memetic
SSA for plant disease detection. However, they are
not always provided valid data. Hence, the memetic
salp swarm optimization method is utilized to fore-
cast network difficulties in order to obtain accurate
results across clusters.

[27] suggested a Map-Reduce System for Big Data
Clustering Utilizing the Moth-Flame Bat Optimiza-
tion and Sparse Fuzzy C-Means approach to solve
clustering challenges. It also includes a sparse opti-
mizer for the creation of multi-objective solutions.
During data processing, the Sparse Fuzzy C-Means
method delivers exact solutions from the numerous
solutions generated on the repository. In big data ana-
lytics, the aforementioned techniques are utilised for
query optimization and to increase data processing
efficiency.

[28] A presented a technique for node loca-
tion in WSNs employing non-GPS architecture for
data access in bigger networks. This paper dis-
cusses and works out Self-Adaptive Artificial Bee
Colony, Genetic Algorithm, Cuckoo Search, Grav-
itational Search Algorithm, Butterfly Optimization
Algorithm, Particle Swarm Optimization, and Arti-

ficial Bee Colony algorithms with accurate data
transmission results. [29–31] suggested the methods
to store the huge data sets in the horizontal mem-
ory setup and extracted with data mining algorithms.
Hadoop and SPARK are the tools used to succeed
this work with lot of features like size, compression
method, map reduce, in memory analytics etc. Sched-
ulers are used in map reduce process to re arrange the
tasks based on the Compression Elastic Index Search
and Map Reduce Based Genetic Algorithm. These
methods are improved the data processing speed in
big data analytics.

2.1. Research gap

This study proposes increasing the data processing
speed in big data analytics to solve challenges with
query optimization while pulling data from repos-
itories. Once the data has been gathered from the
repository, it must be divided into smaller snippets
using data pre-processing.

SSA is a technique for populating best-match
results from pre-processed data and determining the
best response to a given query. Nonetheless, this must
be accomplished by picking the necessary matches
and extracting the salps from the entire set of matches.
Once a match is detected, it will generate clusters
based on the results, but with restricted solutions. This
needs to be grouped together based on the properties
of the data picked as salps. Though cluster forma-
tion is a common task in big data analytics, obtaining
the most precise matches from the whole solution is
not. ESSA is an upgraded variant of SSA that finds
acceptable matches based on the closest values of
their attributes, such as distance, length, size, type,
and so on. Once the selection is complete, this clus-
ter is generated using the modified K-means method,
which changes the Euclidean distance values at each
focal point. Finally, the best match result arrives with
high accuracy and in less time as a result of the user’s
inquiry.

3. Proposed methodology

Using two steps, the suggested query optimiza-
tion approach explains the mechanisms behind data
processing enhancement in big data analytics. Query
optimization does not take place directly in a data
processing unit. Yet, collecting data from many real-
time sources is critical from the beginning. In a big
data context, the HDFS file system and map-reduce
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Fig. 3. Proposed methodology architecture.

algorithms are used to gather and store data. The
Enhanced Normalized K-Means technique was used
to cluster data generated on the network in order to
get closed frequent item set values by calculating the
Euclidean distance between two nodes. Finally, the
parameters called support, confidence, and entropy
have been calculated based on Euclidean distances,
and the remaining will be considered for the assess-
ment match during optimization. Once a match is
detected, it will generate clusters based on the results,
but with restricted solutions. This needs to be grouped
together based on the properties of the data picked as
salps. Though cluster formation is a common task in
big data analytics, obtaining the most precise matches
from the whole solution is not. ESSA is an upgraded
variant of SSA that finds acceptable matches based
on the closest values of their attributes, such as dis-
tance, length, size, type, and so on. Once the selection
is complete, this cluster is generated using the mod-
ified K-means method, which changes the Euclidean
distance values at each focal point. Finally, the best
match result arrives with high accuracy and in less
time as a result of the user’s inquiry Fig. 3 will
describe the block diagram of proposed methodology.

As shown in the diagram above, collected big data
can be preprocessed using data mining techniques
to remove duplicates and unnecessary data from the
input stream. The data must then be saved in HDFS
with the metadata hash values computed using the

SHA technique. The obtained data’s feature selec-
tion may be processed using the discovery of a close
set of frequent item sets from the repository, as well
as their support and confidence values. The results
will be used as evaluations, and the same procedure
may be repeated on the other end utilizing query opti-
mization. In this case, the ESSA method is employed
as a meta-heuristic strategy to obtain precise answers
from various objective solutions.

Ultimately, the matches detected in the evalua-
tion record section concerning the system’s solutions
are used for big data output analytics. The ESSA
approach increased the speed of data processing in
a big data environment over larger cluster nodes, and
their accuracy improved as well.

3.1. Collection of big data

Initially, datasets have collected from various
sources such as hospital datasets, employee datasets,
YouTube viewer’s datasets, etc. Each dataset has its
features and parameters for consideration of pro-
cessing from the repository. The data gathered from
different places are written as,

Ks = {K1, K2 . . . . . . Kn} (1)

Where Ks describe the data set Kn denotes the
number of data gathered.

3.2. Data preprocessing

The SHA algorithm handles the preprocessing idea
of data acquired from the repository by transform-
ing the hash values of the Meta data characteristics.
With these hash values, the map reduction approach
will act on the HDFS storage system to keep the data
sequences.

3.2.1. Creating hash values
The input bits are computed as a mixture of

8,16,32,64,256,512 depending on the hash value
required and the size of the data collection. The data
value will be kept in blocks, and each block will con-
sist of 64 bit combinations from the inputs, therefore
128 bits means 2 blocks and 512 bits means 8 blocks.
Based on the input data size, a buffer is employed
in the hash value construction, and many bits are
automatically taken for temporary storage as a buffer.
Earlier works initialized the buffer with preset values,
however here the buffer executes the data automati-
cally. The generated hash values are denoted as in
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each block as follows,

UA(K) = {
A(K1), A(K2) . . . ..A(Kn)

}
(2)

where UA(K) is finding the value of the hash function
of all data and A (Kn) represents the Hash value of
data.

3.2.2. HDFS
Hadoop Distributed File System (HDFS) was cre-

ated by the Apache Foundation as a framework for
commodity hardware and software to store massive
files on a repository. Their scale-out approach was
created with big size varied format files and used
for real-world applications. The Hadoop framework
controls the speed and method of data flow, which
is then processed using Map Reduce techniques. It
is a programming paradigm that is written in either
Java or Python and is used by a wide range of sectors
and businesses. It generates documents based on key-
value pairs from the input formats’ metadata. For data
processing, HDFS uses two phases: map and reduce.
That functions are acted as an instances and will be
denoted as follows,

A(Kn) = [
Nf , Sf

]
(3)

for all hash value data in the blocks will be accessed
in mapping Nf function and reducer in Sf function
respectively.

3.2.3. Mapper () function
The primary node serves as the master node, while

the remaining nodes serve as data nodes. The master
node will assign the job to the data node while the
incoming input data stream is initially transformed
to hash values. The SHA function is used for this
conversion, and the Mapper function divides the input
data into little chunks based on key-value pairings. A
number of Mappers will be formed to break up the
original data before being reduced to a tiny size in
comparison to the input size. This function is denoted
as,

Nf = map
(
A(Kn)

)
(4)

where Mf is the output of the mapper function and
map () denotes created Mapper.

3.2.4. Reducer () function
The Mapper output is gathered as a partition from

the Mapper function and reduced to a small amount
of output depending on the Metadata of the input file
size.

The number of Mapper generated during the map
() function is not identical to the number of Mapper
created during the reduce () function. Because the
reduce () function is used to merge all of the Mapper
outputs to provide consolidated output. It is denoted
as the mathematical equation

Sf = reduce
(
Nf

)
(5)

For all Mapper output Sf is denoted as reducer
function output and reduce () function provides the
overall output.

3.2.5. Feature extraction
In the first step, data is preprocessed, and the output

data is saved in HDFS for analytics and feature extrac-
tion using the following criteria. Frequent Closed
Item Set refers to the amount of times a data item set
appears again. Moreover, Support and Confidence are
further parameters examined in order to determine the
proportion of transactions that occurred, with confi-
dence having a link with the number of transactions
and item sets values. The functions mentioned above
were represented by the equations below.

Frequent Closed Set

[T(cf )] = {
t(c1), t(c2), t(c3) . . . . . . . . . .t(cn)

}
(6)

Support

St = P (M ∪ N) (7)

where M and N are the item sets
Confidence

Qe = P
(
N
/
M

)
= P (M ∪ N)

P (M)
=

[
St

P (M)

]
(8)

3.2.6. Entropy values
The entropy value is determined by adding the sup-

port and confidence probability values. The numerous
data sets have been recognized as the frequent closed
item set, which will be chosen at random for tak-
ing probability contribution. These entropy values’
minimum and maximum values, as well as their
differences, will be utilized to create clusters with
the Enhanced K-Means method to order the data
sequence to the next level.

Entropy (St) =
∑

P (St) log 2 {P (St)} (9)

Entropy (Qe) = −
G∑

e=0

P (Qe) log 2 {P (Qe)} (10)
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where P (St) and P (Qe) are the probability value of
the support and confidence from the item set selected
randomly. Now, it has both min and max values as
a result of the frequent closed item set from the
repository. Next step is to create a cluster based on
the probability values and min, max values using
Enhanced K-Means algorithm.

3.2.7. Modified K-means algorithm
For cluster formation using prior output values

from frequent closed item sets, their support and
confidence values are combined with probability con-
tribution factors. In general, the lowest and maximum
values of that probability have been considered while
performing the normalization procedure to choose
the precise number from the output. After the output
has been received, it will be loaded into the cluster
and prepared for data processing. The key problem
in the system was obtaining the probability distribu-
tions values to rely on the size and locating various
frequent item sets. If the number of occurrences is
more, it has several outputs, however if there are few
matches discovered as output, the likelihood is very
low. So the input file size is also a factor to consider
the speed of the data processing in a big data envi-
ronment. The normalization concept utilized in this
approach from the output values followed by,

Wσ = A − Amin

Amax − Amin

(11)

Normalized values such as minimum and maxi-
mum have been taken from the item sets of data

and used to create clusters using the aforemen-
tioned algorithm. This number of clusters would
have been constructed and their centered beginning
values determined using the well-known K-Means
technique. This technique is used to effectively build
clusters by grouping similar types of format data. The
ideal value of the multiple objectives function must
be established, and the distance between centered,
normalized values must be computed as Euclidean
distance. The cluster with the fewest distance values
produces the best results. The number of data A = 1,
2, 3.... N must be considered while determining nor-
malized values, which will be utilized to compute
the Euclidean distance between the distinct clusters
centric. That expression followed by,

Udist =
√√√√ A∑

i=1

(∂i − �i)
2 (12)

where ∂, � are the data points of two different nor-
malized values which has taken from the input data
and Udist will be calculated using the equation num-
ber 12. The same procedure is used to determine
all data points and cluster centricity. More different
points have been considered, and their associated cen-
tric values in each cluster were determined using the
Equation 12. Also, the final output must be calculated
from all of the normalized numbers and distinct loca-
tions. The updated K-Means Algorithm is explained
in pseudo code below.

Modified K-Means Algorithm – Pseudo Code
Input Given: Entropy Values from the frequent closed item set
Output Values: O = {O1, O2, O3 . . . On}
Begin

Function Modified K-Means Algorithm
Initialize a, b(minimum and maximum number of iteration)
Find Normalization values from item set # all data
Set Initial value O <= ∂, �

for each data do
min (dist((∂i − �i)) # between the cluster centroid and data point

end
While a < b

for each i ∈ {1, 2 . . . . . . . . . n} Iteratively check the cluster center
end
for each A∞

min (dist (∂i − �i))# for various cluster center and data points
end
Set a = a + 1

End While
End
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3.2.8. Enhanced SSA
The Enhanced-Salp swarm algorithm operates

similarly to a salp dissolved in our body, propelled
by the water force of the intake particles. Salp swarm
concept is also a chain model since it is always func-
tioning like a chain. It is divided into two sections:
header and followers. The external water force causes
the header to flow inside the body, where it may suc-
cessfully achieve its objective. The Enhanced-Salp
Swarm Algorithm treated the whole salp population
as the population, and the best outcome salp is the fit-
ness of everyone after the swarm. Many variables are
expressed as particles as n, which acts as a popula-
tion, and the salp’s location is announced as e. To get
the order/sequence from this salp chain T it has to get
the positions of all salp and their followers movement
stored in a two dimensional array.

q1
s = Ts + r1

((
ups − lows

)
r2 + lows

)
, r3 ≥ 0,

(13)

q1
s = Ts + r1 ((ups − lows) r2 + lows) , r3 < 0,

(14)
Where Q1

s the first salp position and that is will
be acted as a leader, then Ts is the position of the
chain contains the entropy values from the clusters

and ups, lows are the upper, lower values taken from
the chain randomly. All values are taken at s dimen-
sion. Remaining r1, r2, r3 the co efficient of the above
equations and that will decide the leader information
of all salp. The total value of qs decides the locations
of the salp and its get upgraded when chain values
have got used randomly. This co efficient parame-
ter decides the SSA’s exploration and exploitation
values. They are,

r1 = 2e−(4k/K)2 (15)

where k is the present location and K is the number of
maximum iterations happened in the salp chain. The
other parameters r2, r3 are used generated the explo-
ration and exploitation values at the regular intervals
such as [0, 1]. The position of the salp may be goes
to positive or negative or infinity. That time the two
dimensional matrix has stored all the values accord-
ing to the signs and positions of the salp from chain.
They are

qp
s = 1

2
(qp

s + qp−1
s ) (16)

where q
p
s p is the position of the first salp and the next

levels are identified based on the updated position
of the salp in the chain with the above Equation 16.
The values which are considered as a salp have taken
from the clusters such as distance between the cluster
centric and data point’s position’s from the cluster
center. This structure is considered as a salp chain
and swarm selection have established in this method
to implement ESSA. Finally, the big data values have
arranged from the output of the ESSA in order to
get accurate values as matches or assessment records.
The pseudo code of the ESSA to get better solution
as a result are followed by,

ESSA Pseudo Code
Initialize Salp population and assign ups, lows values (upper and lower)
While # condition satisfied (populations are there)
Calculate every salp fitness and their positions
q=first position of salp
Update the salp positions by Equation (13)

For each Salp (qs)
If (r3 ≥ 0)

Update position of Salp by Equation (13)
Else

Update position of Salp by Equation (14)
End

End
Change the Salp according to upper and lower bound values

End
Return q

Finally, the ESSA output fitness solutions are
regarded as query optimal values for the large net-
work clustering data. This data must be retrieved
from HDFS storage using a map-reduce framework
and Python programming. The huge amount of data
stored in the cluster is utilized in real-world appli-
cation situations that need low latency and fast data
processing. ESSA is developing clusters to transform
large, big-data cluster data into valuable, accurate
data based on customer demands.
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Table 1
Performance report of proposed MKM with FCM, K-Means

Data
size in
MB

Proposed MKM K-Means FCM
Accuracy
%

Sensitivity
(%)

Specificity
(%)

Accuracy
%

Sensitivity
(%)

Specificity
(%)

Accuracy
%

Sensitivity
(%)

Specificity
(%)

60 92.22 84.52 83.26 86.16 82.26 82.36 82.36 74.18 72.16
70 93.86 87.46 84.54 87.34 84.14 84.25 83.24 77.36 74.87
80 94.92 88.62 87.93 88.27 86.38 86.96 85.34 80.69 82.54
90 95.82 91.34 92.72 90.54 89.17 88.46 88.19 83.45 83.15
100 96.15 92.84 95.28 92.16 90.24 91.23 90.34 85.63 88.63

4. Experimental setup

The performance of the proposed MKM (Modified
K-Means Algorithm) and query optimization algo-
rithm ESSA is investigated using an experimental
study in the Python framework with HDFS-Map-
Reduce set up Master-Client architecture systems.
The primary benefits of this configuration are the
ability to save massive amounts of big data in a sin-
gle repository with multiple clusters connected in a
larger network. While accessing data via the HDFS
environment, the initial input file size of 60 MB will
be raised to 120 MB. To build up this environment, a
replication factor of 1 : 3 is required, which means one
master node and three data nodes. But this strategy
is coupled with more nodes on the centralized mas-
ter server in order to construct clusters for managing
large amounts of data across the network system. The
ESSA technique will emphasize query optimization,
and accurate results of the new suggested algorithm
can offer stochastic output on a regular basis.

4.1. Performance evaluation report of
parameters

The performance analysis report will be generated
using the parameters utilized in the MKM approach
and compared to existing techniques such as Fuzzy C-
Means (FCM) and K-Means algorithm performances
analysis. The precision, sensitivity, specificity, accu-
racy, retrieval time, execution time, and memory use
of the complete system method are used to provide
statistical results for analysis.

Originally, the experimental findings were ana-
lyzed using accuracy, sensitivity, and specificity
characteristics. All MKM, FCM, and K-Means tech-
nologies are compared. The data sizes range between
60 MB and 100 MB. The accuracy of the suggested
MKM technique was 92–97% while accessing 100
MB of input file size, while sensitivity and speci-
ficity were 90–92 and 91–93, respectively. If the data

size is lowered to 100 MB, the numbers in the anal-
ysis are Enhanced to 94%, 91%, and 90%. The other
techniques FCM and K-Means provided the low per-
centages of 85 and 86 only in the analysis report
with the identical data. As a consequence, the find-
ings clearly show that the suggested MKM technique
outperforms the other current approaches in terms of
performance. Furthermore, the time required for exe-
cution and retrieval findings is included in the analysis
report, and the comparisons are tallied. The above-
mentioned analytical report is described in Table 1.

For determining the completion time of data pro-
cessing in big data analytics, the retrieval time and
execution of all strategies, such as suggested MKM,
current FCM, and K-Means algorithm approaches,
are studied. When the data size is kept to a mini-
mum of 60MB, the execution time is 118 milliseconds
and the retrieval time is 283 milliseconds. The
current techniques produced 412 ms and 618 ms,
respectively, which are faster than the new strategy.
Analyses of this type have been developed for differ-
ent file sizes. When a fresh strategy to optimization
is employed, nearly half of them (50%) of their time
is saved. The retrieval and execution timing analysis
of all approaches is shown in Table 2.

The memory utilization by the various strategies
when performing the process in HDFS and the Map
Reduce framework must be analyzed for comparison.
When the input file size is 100MB, the FCM approach
takes up more kilobytes (7480512) during execu-
tion time. The K-Means algorithm used 7049984 KB
of memory to run. Ultimately, the new Enhanced
K-Means method consumed very little memory dur-
ing execution. About 6549874 KB of memory was
used throughout the execution duration. As a con-
sequence, the total analysis result has provided a
conclusion about the methodologies evaluated for
comparison. The proposed MKM approach requires
relatively little time and memory to execute data from
the repository while providing excellent data cor-
rectness during the data transmission phase. Table 3
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Table 2
Retrieval and execution time analysis of MKM, FCM and K-Means

Data size
in MB

Proposed MKM K-Means FCM
Retrieval
time (ms)

Execution
time (ms)

Retrieval
time (ms)

Execution
time (ms)

Retrieval
time (ms)

Execution
time (ms)

60 283 118 412 124 678 139
70 724 134 1495 148 2084 170
80 1398 180 2984 204 4586 241
90 2418 201 5078 238 6429 279
100 3567 275 7544 307 8796 338

Table 3
Memory occupancy during execution

Data size in
MB

Proposed
MKM (KB)

K-Means
(KB)

FCM (KB)

60 5268,346 5786,647 6257,354
70 5624,145 6037,948 6689,327
80 6017,357 6489,453 7038,982
90 6388,489 6824,247 7268,324
100 6549,874 7049,984 7480,512

describes the memory usage of all the techniques
considered for comparison.

4.2. Results and discussion

The proposed MK-Means method characteristics,
such as accuracy, sensitivity, specificity, retrieval
time, execution time, and CPU memory utilization
during execution, were tabulated and compared to
current approaches. Additionally, it must be validated
using experimental data and considered for the con-
clusion discussion for visualization.

When it comes to accuracy, the suggested MK-
Means methodology outperforms all other available
methods. Even as data sizes grow, the accuracy of
the outcomes stays effective. By reading input files
ranging from 60MB to 100MB in size, about 92–97%
of reliable output findings were published. Figure 4
depicts the accuracy details for all strategies for var-
ious file size inputs.

Figure 6 depicts the specificity information of
all approaches for various file size inputs. When
specificity is considered, the suggested MK-Means
strategy outperforms all other known approaches.
Even as data amount grows, the specificity of
the results remains constant. Specificity values of
91–93% were published when reading input file sizes
ranging from 60MB to 100MB. The most essential
characteristic of this strategy is the retrieval time
of the data processing on the repository that has
been done in HDFS. When compared to all exist-
ing methodologies, the new MK-Means algorithm

Fig. 4. Accuracy of proposed MK-Means with existing
approaches.

Fig. 5. Sensitivity of proposed MK-Means with existing
approaches.

has a far shorter retrieval time. In other words, the
ESSA query optimization methodology has boosted
the pace of data processing from the HDFS system.
Figure 7 represents the retrieval time of all strategies
during execution.

At the same time, compared to other strategies,
this one has a relatively short execution time. Even
if the amount of data has increased, the sensitivity
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Fig. 6. Specificity of proposed MK-Means with existing
approaches.

Fig. 7. Retrieval time of proposed MK-Means with existing
approaches.

of the results has not. Due to the techniques utilised
in the ESSA and MK-Means approaches, the over-
all completion time of the procedure is quite short
when accessing 60MB to 100MB of input file size.
The execution time of all techniques ranges between
100 ms and 300 ms. It took more time to execute at
first, but then steadily maintained its range for pro-
cess completion. In a big data setting, reading large
files from the HDFS repository becomes more diffi-
cult when the speed of recovery is a problem on bigger
network cluster nodes. Yet, utilizing this ESSA and
MK-Means technique, it may be possible to handle
the data reliably and efficiently. Figure 8 depicts the
execution times of all strategies during execution.

Finally, the CPU use while doing data processing
in HDFS must be calculated in milliseconds and com-
pared to other current ways. Typically, CPU memory

Fig. 8. Execution time of proposed MK-Means with existing
approaches.

Fig. 9. Memory usage of proposed MK-Means with existing
approaches.

utilisation is measured in kilobytes for each job. The
count of map and reduce functions in the HDFS
method determines the CPU’s memory utilisation
during execution. According to the results, the sug-
gested MK-means used extremely little memory in
KB throughout execution time. Figure 9 shows the
memory consumption details.

5. Conclusion

Hadoop’s analysis of enormous volumes of data
is a research problem for any real-world application
due to its speed and data recovery time. The pro-
posed MK-Means and ESSA approaches can produce
accurate results in a short period of time. The tech-
nique of innovative clustering algorithms, as well as
query optimisation methodologies used to enhance
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data processing time in a big data context, are com-
prehensively covered in this work. The preprocessed
data is stored in the HDFS system using the Hadoop
framework and map-reduce concepts. The proposed
approach is divided into two stages: structuring mas-
sive amounts of data and optimising queries on bigger
network clusters. The input file size range for the rec-
ommended technique began at 60 MB and expanded
to 100 MB, and performance analysis reports were
generated based on the main factors. After access-
ing 100MB of input files, it obtained 96% accuracy
with sensitivity and specificity scores of 90% and
93%, respectively. All of the results were compared to
well-known approaches such as K-means and fuzzy
C-means. According to the results, the proposed sys-
tem distributes data processing on cluster nodes with
high accuracy and low latency. It also consumes very
minimal memory space while executing on active
CPUs. As a consequence, the proposed work out-
performs current approaches. This approach will be
expanded in the future with efficient algorithms based
on Machine Learning, Artificial Intelligence and deep
learning models to find out the best algorithm or
model for reducing data processing time, query time
on larger networks.
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