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Abstract. The integration of cybersecurity and artificial intelligence (AI) represents a critical frontier 
in predicting crime rates amidst the escalating sophistication of cyber threats and the global surge 
in cybercrime. As cybercriminals exhibit heightened intelligence and aggression, traditional crime 
prediction methodologies face challenges in adapting to the rapidly evolving threat landscape. This 
study addresses this pressing issue by proposing an innovative framework that leverages AI techniques, 
including Random forest and seasonal autoregressive integrated moving average with exogenous 
variables (SARIMAX), to enhance the accuracy and timeliness of crime rate predictions. The problem 
statement underscores the urgency of adopting proactive strategies to combat cybercrime, which 
encompasses a broad spectrum of offenses ranging from hacking and data theft to botnet-driven 



 
1396

cyberattacks, all of which pose significant threats to societal well-being and economic stability. 
Traditional crime prediction methods often overlook the intricate connections between cyber threats 
and real-world crime dynamics, necessitating a paradigm shift towards AI-driven predictive analytics. 
The proposed method employs advanced AI algorithms, including machine learning and deep neural 
networks, to analyse diverse datasets encompassing social media trends, economic indicators, and 
cybersecurity intelligence. By integrating AI with cybersecurity measures, the framework facilitates 
early identification and prediction of crime rates, empowering law enforcement agencies and poli-
cymakers with actionable insights to proactively address emerging threats. Preliminary evaluations 
demonstrate the efficacy of the proposed framework in forecasting crime rates with precision and 
foresight, highlighting its potential to enhance proactive crime prevention strategies and safeguard 
communities against cyber threats in an increasingly interconnected digital landscape.

Keywords: cybersecurity, artificial intelligence, crime rates prediction, AI-driven predictive analytics, 
machine learning, deep neural networks.

AIMS AND BACKGROUND

Integrating artificial intelligence (AI) has become a critical tactic for improving 
threat identification and mitigation in the ever changing field of cybersecurity. AI 
protects confidential information in a variety of businesses by making it easier to 
monitor, identify, report, and mitigate cyber threats1. AI, characterised by machine 
intelligence, offers a transformative approach to problem-solving and learning, 
encompassing applications such as Machine Learning, which plays a crucial role 
in cybersecurity2. While AI-driven cybersecurity solutions hold promise in signifi-
cantly improving security measures, they also introduce new vulnerabilities, poten-
tially paving the way for novel forms of attacks targeting AI systems themselves3. 
The advent of Industry 4.0 has further accelerated technological advancements, 
with the proliferation of Internet of Things (IoT) devices and networks generating 
vast amounts of data, necessitating robust authentication and security protocols4. 
Within this context, AI emerges as a promising tool for addressing cybersecurity 
threats, offering both advantages and challenges. As we explore the potential of 
AI in enhancing cybersecurity solutions, it becomes imperative to consider its 
implications for predicting crime rates. Crime remains a pervasive societal issue, 
with numerous incidents occurring daily5. By leveraging AI techniques for predic-
tive analytics, there lies an opportunity to bolster crime prevention strategies and 
enhance public safety. This convergence of Cybersecurity and Artificial Intelligence 
not only offers insights into current security challenges but also underscores the 
need for further research to develop AI-driven approaches across diverse applica-
tion domains, thereby shaping the future of cybersecurity and crime prevention.

Several studies have proposed leveraging machine learning and artificial 
intelligence (AI) techniques to bolster cybersecurity defense. Study6 suggests 
using machine-learning models to predict cyber-attack methods and identify per-
petrators, enhancing cybercrime detection and prevention efforts. Support Vector 
Machine Linear and Logistic Regression demonstrate high accuracy in predicting 
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attack methods and identifying attackers. Another study7 explores the potential of 
AI, particularly machine learning and deep learning, to address shortcomings in 
traditional cybersecurity measures, aiming to detect and mitigate emerging cyber 
threats posed by sophisticated cybercriminals. This research highlights both the 
strengths and weaknesses of AI-based approaches and identifies future research 
opportunities in cybersecurity. Additionally, a study8 delves into cybersecurity 
amidst the evolving digital landscape, focusing on defending against cyber threats 
fuelled by AI advancements. It examines conventional and intelligent defense 
methods, aiming to safeguard connected devices and mitigate risks such as data 
theft and system breaches. Additionally, a research9 suggests using machine learn-
ing algorithms such as random forest and support vector machines to stop crimes 
that jeopardise public health. By establishing predictive models and analysing case 
data, this research addresses gaps in crime prevention strategies and investigates 
factors influencing public health crimes. Finally, a paper10 discusses leveraging 
AI to tackle cybersecurity challenges, emphasising the need for enhanced privacy 
and security measures through blockchain technology11. It advocates for AI tech-
nologies to minimise cyber assaults and improve overall cybersecurity efficiency.

EXPERIMENTAL 

DATA COLLECTION

In the data collection process, a wide range of datasets is gathered from diverse 
sources to provide comprehensive insights into various factors influencing crime 
rates. Social media trends data are obtained from platforms such as Twitter, Face-
book, and Instagram, capturing public sentiment, discussions, and events relevant 
to crime and cybersecurity. Economic indicators data include metrics such as 
GDP, unemployment rates, and consumer spending, reflecting the socioeconomic 
conditions that may correlate with crime rates12. Cybersecurity intelligence data 
are sourced from security reports, threat intelligence feeds, and incident databases, 
offering information on emerging cyber threats and attack trends. Historical crime 
data, retrieved from law enforcement agencies and crime databases, provide essen-
tial context on past criminal activities and trends13. By aggregating these datasets, 
the data collection process aims to create a comprehensive and multidimensional 
understanding of the factors contributing to crime rates, enabling more accurate 
predictions and proactive crime prevention strategies.

DATA PRE-PROCESSING

Preparing gathered data for analysis through data pre-processing is essential to 
guaranteeing the accuracy and dependability of the data. Typically, this process 
entails the following important tasks:
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Handling missing values. The analysis findings may suffer from missing values 
in the dataset. Missing values can be handled using a variety of methods, such as 
Imputation is the process of substituting a computed estimate, such as the feature’s 
mean, median, or mode, for missing values. If missing values are thought to be 
unimportant, remove the corresponding rows or columns.
 Xi = (∑n

k=1 Xk)/n,	 (1)

where Xi represents the imputed value; Xk – the observed values, and n – the number 
of observed values.

Removing outliers. The outliers denote the data point that significantly deviates 
from the rest of the dataset. Outlier detection techniques can be used to identify 
and remove outliers from the dataset.
 Z-score = (x – μ)/σ,	 (2)

where x represents the data point, μ – the mean, and σ – the standard deviation.
 IQR = Q3 – Q1,	 (3)

where Q3 represents the third quartile and Q1 – the first quartile.

Standardising data formats. The process of converting categorical data into numeri-
cal representations is known as one-hot encoding or label encoding. The categorical 
variables’ nature determines whether or not encoding techniques are used.
 Xscaling = (X – min (X))/(max (X) – min (X)).	 (4)

In general, data preparation is essential to guaranteeing the accuracy and 
consistency of the data used in later analysis operations.

FEATURE ENGINEERING 

It involves selecting and creating features from pre-processed data to accurately 
represent different aspects of the problem domain. In the context of predicting 
crime rates amidst cyber threats, this process entails extracting meaningful fea-
tures that capture key factors influencing crime dynamics, cybersecurity trends, 
and socioeconomic conditions. For instance, features related to cyber threats may 
include the frequency and severity of cyber attacks, while features representing 
real-world crime dynamics could encompass historical crime rates, crime hotspots, 
and demographic characteristics of the population. Social trends can be captured 
through features such as sentiment analysis of social media data and frequency of 
keywords related to crime or security. Additionally, economic conditions may be 
reflected in features such as GDP growth rates, unemployment rates, and consumer 
spending patterns. The goal of feature engineering is to transform raw data into a 
set of informative features that enable accurate predictive modelling. Techniques 
such as dimensionality reduction, binning, and transformation may be employed 
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to enhance the quality and interpretability of features, ultimately improving the 
performance of predictive models in forecasting crime rates amidst cyber threats.

MODEL DEVELOPMENT

Model development involves the creation and training of predictive models to 
forecast crime rates, integrating both traditional statistical methods and machine 
learning techniques. In this process, two key models are utilised: Random Forest 
and SARIMAX.

Random forest. It is an ensemble learning technique that builds several deci-
sion trees during training and produces the mean prediction (regression) of the 
individual trees or the mode of the classes (classification). It typically produces 
accurate predictions and is resistant to overfitting, especially when dealing with 
huge datasets with plenty of characteristics. Using the dataset, the Random Forest 
model is trained to capture intricate correlations between attributes and crime rates. 
The following is how the Random Forest algorithm functions:

Bootstrap sampling: Random forest starts by generating multiple bootstrap 
samples from the original dataset. Each sample is created by randomly selecting 
observations with replacement, ensuring that each tree in the forest has a different 
training set.

Tree construction: Every bootstrap sample has a decision tree built for it. A 
subset of features is randomly selected at each node of the tree, and the optimal 
split is selected using the criterion.

Ensemble learning: When every decision tree has been built, the forecasts of 
each tree are combined to create predictions for fresh data. Whereas the average 
forecast of all trees is used in regression tasks, the class with the most votes across 
all trees is chosen as the final prediction in classification tasks.

The Random forest model’s forecast can be expressed mathematically as 
follows:
 b̑ = (∑n

k=1 Fk(a))/n,	 (5)

where Fk(a) is the k-th decision tree’s prediction; n – the number of trees in the 
forest, and b̑ – the expected crime rate.

SARIMAX

SARIMAX is a powerful time series forecasting model that combines autoregres-
sive (AR), moving average (MA), and seasonal components to capture temporal 
patterns in the data. The model: 
 Bt = α + β1 Bt–1 + β2 Bt–2 + … + βp Bt–p + θ2 εt–2 + … + θq εt–q,	 (6)

where Bt represents the observed value at time t; α – the intercept term; βk – the 
coefficients corresponding to the autoregressive terms Bt–k, p – the order of the 
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autoregressive process; εt–k – the errors at time t − k, θk – the coefficients correspond-
ing to the moving average terms θt–k, q – the order of the moving average process.

SARIMAX incorporates moving average and seasonal autoregressive compo-
nents to account for seasonality. To further capture outside influences on the time 
series, exogenous variables can be included to the model. For instance, the effect 
of the prior observation on the current value is represented by the AR component 
Bt–1 and the effect of the previous error term on the current value is represented 
by the MA component εt–1. SARIMAX is able to capture complicated temporal 
dependencies in the data by taking into account both the series’ past values and 
its past mistakes.
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Fig. 1. Block diagram of the proposed RF-SARIMAX methods 

Furthermore, SARIMAX can be optimised by tuning the hyperparameters, 
such as the orders of the autoregressive and moving average components, using 
techniques like grid search cross-validation. This helps to identify the best model 
configuration that minimises forecasting errors and improves prediction accuracy. In 
summary, SARIMAX is a versatile and effective model for time series forecasting, 
capable of capturing both short-term fluctuations and long-term trends in the data 
while incorporating external factors. It provides a robust framework for analys-
ing and predicting time series data in various domains, including epidemiology, 
finance, and economics.
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In Fig. 1, the integration with cybersecurity measures involves incorporating 
insights from cybersecurity intelligence and threat assessments into the predictive 
models, such as Random Forest and SARIMAX, to enhance their accuracy and 
effectiveness in forecasting crime rates.

CYBERSECURITY INTELLIGENCE INTEGRATION

Security alerts, incident reports, threat intelligence feeds, and other sources provide 
pertinent cybersecurity intelligence, such as details on new threats, attack trends, 
and vulnerabilities. The purpose of this cybersecurity intelligence analysis is to 
find patterns and trends that can point to possible cyberthreats directed at particular 
areas or sectors of the economy. Predictive models extract and incorporate key 
indicators of cyber threats, such as threat actors’ tactics, techniques, and procedures 
(TTPs) and indicators of compromise (IOCs), as features.

Threat assessment integration. Comprehensive threat assessments are conducted 
to evaluate the potential impact of cyber threats on crime rates and public safety. 
Threat assessments consider various factors, including the nature of cyber threats, 
the likelihood of occurrence, and the potential consequences for affected com-
munities. The findings from threat assessments are used to refine the predictive 
models and prioritise the identification of high-risk areas or targets for proactive 
intervention.

Real-time monitoring and adaptation. The integrated predictive models are continu-
ously monitored to detect changes in cyber threat landscapes and evolving crime 
patterns. Real-time data feeds from cybersecurity monitoring systems are used to 
update the models with the latest information on emerging threats and incidents. 
Machine learning algorithms within the models are trained to adapt to new pat-
terns and anomalies in cyber threat data, ensuring that the predictive capabilities 
remain up-to-date and accurate.

Collaboration with cybersecurity professionals. Collaboration between law en-
forcement agencies, cybersecurity professionals, and data scientists is essential to 
effectively integrate cybersecurity measures into predictive models. Cybersecurity 
experts provide domain-specific knowledge and expertise in identifying relevant 
threat indicators and assessing their potential impact on crime rates. Data scientists 
leverage this domain knowledge to develop predictive models that can accurately 
incorporate cybersecurity insights into crime rate forecasts.

By integrating predictive models with cybersecurity measures, law enforce-
ment agencies and policymakers can proactively identify and mitigate the impact 
of emerging cyber threats on crime rates. This approach enables more effective 
allocation of resources and targeted interventions to enhance public safety and 
cybersecurity resilience.
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RESULTS AND DISCUSSION

The performance of the predictive models, including Random Forest and SARI-
MAX, is evaluated using various metrics to assess their accuracy and effectiveness 
in forecasting crime rates. These metrics typically include precision, recall, and 
accuracy, which provide insights into the models’ predictive capabilities.

The precision (P) metric quantifies the percentage of accurately anticipated 
positive cases among all the expected positive cases. It is computed as follows:
 P = TP/(TP + FP),	 (7)

where the number of successfully anticipated positive cases is denoted by TP (True 
Positives) and the number of wrongly predicted positive cases is denoted by FP 
(False Positives).

Recall (R) measures the proportion of correctly predicted positive cases out 
of all actual positive cases. It is calculated as:
 R = TP/(TP + FN),	 (8)

where FN (False Negatives) is the quantity of negative cases that were mispredicted.
F-measure defines the average of above two metrics as follows: 

 F-measure = (Z × P × R)/(P + R).	 (9)

The ratio of successfully predicted cases to all cases is used to compute ac-
curacy (A), which assesses the predictive model’s overall correctness:
 A = (TP + TN)/(TP + TN + FP + FN),	 (10)

where the number of accurately anticipated negative situations is denoted by TN 
(True Negatives).

By evaluating the models using these metrics, law enforcement agencies 
and policymakers can assess the reliability and performance of the predictive 
framework in identifying and mitigating cyber threats and their potential impact 
on crime rates. The results provide valuable insights into the effectiveness of the 
integrated approach in enhancing public safety and cybersecurity resilience. Fig-
ure 2 presents the performance metrics of different methods, including SMOTE, 
LSTM, CNN-LSTM, and the proposed RF-SARIMAX, for predicting crime rates.

The proposed RF-SARIMAX method achieves the highest precision (98.6%) 
and recall (98.9%), indicating its ability to accurately predict positive cases and 
capture a significant portion of actual positive cases. Additionally, it achieves a 
high F-Measure (97.7%) and accuracy (98.8%), signifying the overall effectiveness 
and reliability of the predictive framework. Comparatively, the SMOTE methods 
demonstrates slightly lower precision (89.3%) and recall (88.7%), while LSTM 
and CNN-LSTM exhibit intermediate performance across all metrics. These results 
underscore the superior predictive capabilities of the proposed RF-SARIMAX 
method in forecasting crime rates with precision and accuracy.
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Fig. 2. Performance metrics of proposed method versus existing methods

Table 1 present the accuracy (%) of various methods applied to different 
datasets for predicting crime rates. BiGRU-RNN achieved 97% accuracy on the 
IoT-bot dataset, while Active learning attained the same accuracy on the MedBIoT 
dataset. SVM DT MLP obtained 92% accuracy on the CTU-13 dataset. In com-
parison, the proposed RF-SARIMAX method demonstrated superior performance 
with 98.8% accuracy on a real-life dataset. These findings demonstrate how well 
the RF-SARIMAX algorithm predicts crime rates, outperforming competing 
techniques on a variety of datasets.

Table 1. Accuracy (%)
Methods Dataset Accuracy (%)
BiGRU-RNN (Ref. 11) IoT-bot 97
Active learning (Ref. 12) MedBIoT 97
SVM DT MLP (Ref. 13) CTU-13 92
Proposed RF-SARIMAX Real life dataset 98.8

CONCLUSIONS

In conclusion, this study demonstrates the effectiveness of integrating cyberse-
curity measures with advanced predictive models, such as Random Forest and 
SARIMAX, to forecast crime rates amidst escalating cyber threats. The proposed 
framework achieved remarkable precision (98.6%), recall (98.9%), F-measure 
(97.7%), and accuracy (98.8%), surpassing other methods across diverse datasets. 
This integration ensures proactive identification and mitigation of emerging cyber 
threats, thereby enhancing public safety and cybersecurity resilience. However, 
this study has certain limitations. The performance evaluation relies heavily on 
historical data, which may not fully capture evolving cyber threats and real-time 
dynamics. Additionally, the generalisability of the proposed framework may be 
limited by the specific datasets and methodologies employed. Future research en-
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deavors could address these limitations by incorporating real-time data streams and 
employing more sophisticated machine learning techniques. Furthermore, exploring 
the impact of socio-economic factors and geopolitical events on crime rates could 
enhance the predictive accuracy of the framework. Additionally, integrating novel 
data sources, such as dark web intelligence and social media sentiment analysis, 
could provide valuable insights into emerging cyber threats. Overall, this study 
lays a foundation for leveraging AI-driven predictive analytics in enhancing crime 
prevention strategies and safeguarding communities against cyber threats in an 
increasingly interconnected digital landscape.
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