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Abstract. The widespread availability of online job portals has made it easier for job seekers to locate suitable
employment opportunities. However, due to the vast number of job postings available, finding the right job
that matches their skills and preferences can be a time-consuming task. To address this challenge, the author
proposes a machine learning and natural language processing-based system that recommends relevant job list-
ings to students. The dataset used in this study has not had any prior interaction between user data and job
listing data. The proposed system utilizes a hybrid approach that combines collaborative filtering and content-
based filtering to generate accurate suggestions. To provide the most relevant job recommendations, the sys-
tem considers the student's resume, requirements, and posting. Additionally, the system suggests top jobs to
the user by comparing and measuring the similarity between the user's preferences and explicit job listing fea-
tures. The Recommender System is evaluated using precision, recall, and F1 score.

Keywords:Job Recommendation, Machine Learning, NLP, Text Classification, Content-Based Filter-
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1 Introduction

In recent years, technological advancements have significantly transformed the employment search and re-
cruitment process. Job seekers now have access to extensive information regarding available jobs, employers,
and job requirements. On the other hand, employers must go through a large volume of resumes and job ap-
plications, making it challenging to find the right candidate for the job and vice versa due to information over-
load, which can be overwhelming for both parties.
Job recommendation systems have emerged as a viable solution to this problem. These systems utilize algo-
rithms to analyze job advertisements and candidate profiles to generate recommendations based on their quali-
fications, skills, and experience [1][2]. The objective of a job recommendation system is to provide a person-
alized job search experience for job seekers while also saving companies time and effort during the hiring
process. Natural language processing and machine learning are two essential technologies enabling the devel-
opment of job recommendation systems. Natural language processing techniques analyze and understand hu-
man language[43-44], while machine learning algorithms can analyze vast amounts of data and learn patterns
and relationships [3]. By using these technologies together, job recommendation engines can interpret and
comprehend job descriptions and candidate profiles, resulting in accurate recommendations. Query recom-
mender systems can also be applied for enhancing job hunting in search engines [41-42].
This research paper focuses on a job recommendation system that searches for the most suitable job vacancies
based on students' education qualifications, professional experience, preferences, and skills. Similarly, com-
panies looking to fill vacant positions will receive a pool of the most qualified and suitable candidates. Unlike
previously used systems, this approach uses natural language processing to analyze and compute job descrip-
tions, providing a deeper understanding of the applicant's application, rather than just matching direct numeri-
cal values.
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Fig. 1.NLP-Based Bi-Directional Recommendation System.

The job recommendation system presented in this research paper aims to enhance the job search experience
for students and employers. By utilizing natural language processing techniques, the system can analyze and
comprehend applicant profiles and job descriptions, evaluating the similarity between the candidate's skills
and the employer's requirements to recommend the best job opportunities. This will save time and effort for
students searching for suitable job openings, as well as assisting employers in locating qualified candidates
who match their work requirements.
The contributions of this research paper include demonstrating the effectiveness of our system in matching
candidates to suitable job opportunities by evaluating its performance using a large dataset of job postings and
candidate profiles. Additionally, our system prioritizes skills and qualifications over demographic factors in
the hiring process, promoting meritocracy [4]. The use of job recommendation systems can transform the hir-
ing process by offering a personalized and effective job search experience for both students and employers.
By analyzing students' preferences, skills, and experience, these systems can recommend suitable job open-
ings and provide insights into the job market trends and demands, aiding employers in making informed hir-
ing decisions [5].
This paper is structured as follows. Section 2 provides an overview of previous literature surveys and our mo-
tivation for conducting this review. It also describes the literature collection and selection technique and brief-
ly discusses some datasets. We examine the benefits and drawbacks of previous systems and identify unmet
research needs. Section 3 discusses the architecture of our system, including its various components and func-
tions. Section 4 covers the techniques used to create our job recommendation system, including data collec-
tion, data preprocessing, and feature engineering. Finally, in Section 5, we conclude and suggest future re-
search directions.

2 Related Work

There is currently a growing interest in using machine learning and natural language processing techniques to
develop job recommendation systems. The author of this section reviews the research related to job recom-
mendation systems and associated technologies, such as machine learning and natural language processing,
and examines the advantages and disadvantages of previous systems [6]. Collaborative filtering is one of the
most widely used methods, which generates recommendations based on the similarity between a user's profile
and job requirements [1,3,9,10]. However, this approach has its limitations as it requires a significant amount
of user data and may not be effective for users with unique preferences [7]. Another approach is content-based
filtering [11, 32, 33], which analyzes user profiles and job descriptions and recommends jobs based on simi-
larities. However, this method also has limitations as it needs to consider user preferences and may generate
recommendations that are too similar.
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The use of hybrid filtering, a technique that combines the benefits of both collaborative and content-based
filtering, has emerged as an alternative approach to job recommendation systems. Hybrid filtering can be em-
ployed in job recommendation systems to suggest job openings that are like the ones that a student has previ-
ously applied for and popular among similar students. Studies have shown that this approach has been effec-
tive [12]. Previous research on job recommender systems has been conducted by Shaha T. Al-Otaibi [19] and
Zheng Siting et al. [20]. However, their surveys have a limited scope as they only consider contributions made
before 2012. Freire and de Castro [21] surveyed recommender systems in e-recruitment, including job rec-
ommender systems, but their classification of contributions was inadequate, and they did not give enough
consideration to ethical issues. This paper will examine the ethical issues related to job recommender systems,
which consider the mutual benefit and chronological nature of job suggestions.
Studies by Felfernig et al. [23] and Lu et al. [22] have explored the application of recommender systems but

did not specifically examine e-recruitment as a relevant domain. Similarly, Batmaz et al. [24] did not include
e-recruitment in their investigation of neural networks in recommender systems, which covered various appli-
cation areas. The reason for this may be due to the unique nature of job recommendations, which involve spe-
cific factors such as a large volume of text data, the dynamic and temporal nature of job openings, and the
handling of sensitive personal information, necessitating a tailored approach.Song et al. [39] have proposed a
job recommendation technique that incorporates both visual and textual data, such as job titles and workplace
images, to generate job suggestions. Al-Khalifa et al. [40] have proposed an intelligent job recommendation
system specifically for the Arab world, which considers the region's cultural and linguistic characteristics. The
authors have used a combination of rule-based and machine learning-based methods to extract features from
job descriptions and candidate profiles and have utilized a support vector machine (SVM) algorithm to pro-
vide job recommendations. The authors have evaluated their model on a job posting dataset and have reported
encouraging results.
Natural language processing techniques have been used in the development of job recommendation sys-

tems. These methods allow systems to analyze job descriptions and candidate profiles for making accurate
suggestions. Text classification is an approach that is often used to classify job descriptions based on their
requirements. This technique can help match job seekers with job vacancies that match their qualifications.
However, it may not work well for more complex job descriptions, and thus has limitations. Entity recognition
[34] is another commonly used technique that identifies entities such as job titles, company names, and skills
mentioned in job descriptions and candidate profiles. This method can help match job seekers with job open-
ings that require their skills. However, it may not be as effective for job descriptions that do not mention spe-
cific skills.
Deep learning algorithms, a subset of machine learning algorithms, are highly progressive in nature and are

able to learn from vast amounts of data [31]. These algorithms are better than machine learning algorithms in
terms of performance and also automate feature extraction thereby removing human dependency
[43].Recently, the application of deep learning along with natural language processing for job recommenda-
tions hasstarted [6, 9, 11,14,17]. Paparrizos et al. [37] have provided a comprehensive overview of various job
recommendation techniques, including collaborative filtering, content-based filtering, hybrid techniques, and
advancements in deep learning. Lu et al. [38] have introduced a deep learning method that considers both per-
sonal traits and competencies of job candidates for job recommendation. In this work, a system that utilizes a
hybrid approach that combines collaborative filtering and content-based filtering to generate accurate sugges-
tions has been proposed. This system deploys machine learning and natural language processing that recom-
mends relevant job listings to students.

3 Proposed Methodology

3.1 Cosine Similarity

A natural language processing technique involves using cosine similarity to determine how closely a student's
abilities match the qualifications specified in a job advertisement [25]. Specifically, the cosine similarity met-
ric measures the similarity between the student's skills vector and the job requirements vector. To create the
student's skills vector, the most relevant skills are extracted from the student's resume or profile. The resulting
vector is then compared to the job requirements vector, which is created by extracting the most important
skills and qualifications listed in the job posting. The cosine similarity measure calculates the angle between
the two vectors, with a higher cosine similarity indicating a greater similarity between the student's skills and
the job requirements [26].
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(1)

The cosine distance can be computed by using below equation [29],

(2)

Job recommendation systems employ cosine similarity to match student skills with job requirements. The
cosine similarity measure computes the similarity between a student's skills vector and the job requirements
vector, which are created by extracting the most relevant skills from the student's profile and the most im-
portant skills and qualifications listed in the job posting, respectively. By calculating the angle between the
two vectors, cosine similarity enables efficient comparison of student skills and job requirements. The system
can rank job postings based on their cosine similarity scores and recommend the most suitable job opportuni-
ties to the student. Cosine similarity is a useful technique for job recommendation systems as it allows for per-
sonalized and relevant job recommendations.

3.2 Word2Vec

Word2Vec is a method used in job recommendation systems that represents student skills and job require-
ments as low-dimensional vectors, rather than sparse representations such as bag-of-words or one-hot encod-
ing, enabling more efficient processing and comparison [30]. It is a neural network-based algorithm that
learns vector representations of words based on their co-occurrence in a large corpus of text. In the context of
job recommendation, the algorithm is trained on a corpus of job postings and resumes to learn vector repre-
sentations of student skills and job requirements [31]. The system can then use these vector representations,
which capture the semantic meaning of job skills and requirements, to recommend relevant job opportunities
based on cosine similarity, as explained earlier. Using Word2Vec in a job recommendation system can im-
prove the accuracy and relevance of job recommendations, and it can be extended to include related skills and
job titles, further enhancing the system's ability to recommend relevant job opportunities. Word2Vec is a val-
uable tool for job recommendation systems that can enhance the efficiency and accuracy of matching students
with suitable job opportunities.

Fig.2. Representation of Word2vec training models
CBOW and Skip-gram are two commonly used algorithms for word embedding techniques like Word2Vec.

In CBOW, the model predicts a target word based on the context words within a specific window size. The
context words are represented as a one-hot encoded vector and multiplied by a hidden layer of weights to cre-
ate a projection. In contrast, Skip-gram predicts context words within a specific window size based on the tar-
get word [15]. The selection of which algorithm to use depends on the task at hand and the characteristics of
the corpus being analyzed. Both algorithms have their own advantages and limitations.

3.3 Content Based Filtering

This technique involves analyzing job postings and resumes to extract relevant features and using those fea-
tures to recommend suitable job opportunities to students.
In a job recommendation system, content-based filtering typically involves two main steps: feature extraction
and recommendation [32].

1. Feature extraction
This step involves analyzing job postings and resumes to extract relevant features such as job titles, skills,
education, and experience. Natural language processing techniques such as named entity recognition, keyword
extraction, and part-of-speech tagging are commonly used to identify and extract these features.
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2. Recommendation
Once the relevant features have been extracted, the system uses them to recommend job opportunities to stu-
dents. This typically involves comparing the features of a student's profile with available job postings and
identifying the most suitable job opportunities based on a similarity score.

Fig.3.Content-Based Filtering System Using NLP

Content-based filtering is highly effective in job recommendation systems when students have specific job
preferences and requirements. This method uses the content of job postings and resumes to identify job oppor-
tunities that match a student's skills and experience. Content-based filtering is generally considered a powerful
methodology that improves the accuracy and efficiency of matching students with appropriate job opportuni-
ties based on the content of their job postings and resumes.

3.4 Prediction Model

NLP techniques are applied to analyze the job descriptions of the institutions in the dataset. Named entity
recognition and topic modelling are used to identify key information like job titles, required qualifications,
and job responsibilities [34][35]. Furthermore, sentiment analysis is employed to gain insights into the work
culture and environment [36]. The performance of the model is assessed by comparing the results of various
supervised learning algorithms to predict the next institution where an individual may work. To evaluate the
model's effectiveness, accuracy, precision, recall, and F1-score are calculated. If the model performs well
enough, it can be employed to recommend institutions to job seekers. This method can also be extended to
other industries, such as college or product recommendations [20].

4 Experimental Analysis

4.1 Dataset Collection

For this study, a dataset was created by combining poll data from Stack Overflow [8] with user data. The da-
taset includes approximately 89,000 observations and 87 columns, with 85 columns containing text data, one
column containing Boolean data, and only one column containing integer data. Stack Overflow collected user
profile data through a poll, which provides details on the programming languages, tools, and technologies
used by developers. This data can be filtered and ranked to suggest suitable job opportunities based on the
preferences of the candidates. In addition, job posting information was obtained through web scraping from a
popular employment website and saved in a CSV file with 615 observations corresponding to each online job
posting. The data collection has seven categories, with six being of the string data type and one being of the id
data type. The Stack Overflow Developer Survey data is valuable for creating a Job Recommendation System
as it gives an extensive overview of the programming industry and developer job preferences. The dataset can
be found at https://insights.stackoverflow.com/survey/.
4.2 Data Preprocessing

To build a Job Recommendation System using Machine Learning and Natural Language Processing with the
Stack Overflow Developer Survey dataset, data preprocessing is crucial. The dataset may contain missing
values, inconsistencies, and outliers that need to be addressed through data-cleaning operations such as filling
in missing values, removing outliers, and correcting inconsistencies. Multiple files must be merged into a sin-
gle, unified dataset that can be used for analysis. To enable machine learning algorithms to process categorical
or textual data, the dataset must be transformed into numerical data, for example, by using one-hot or label
encoding. Textual data, such as open-ended responses from developers, can be preprocessed using techniques
such as tokenization, stop-word removal, stemming or lemmatization, and sentiment analysis. As the dataset
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contains many features, not all of them may be relevant for job recommendation purposes. Therefore, feature
selection techniques such as correlation analysis, principal component analysis (PCA), or feature importance
ranking can be used to identify the most relevant features.

Fig.4. Flow Diagram- Data Preprocessing

During data preprocessing for the Job Recommendation System, the author plans to create a user choice ma-
trix from a comma-separated file that contains user and job information. For each column, the author aims to
produce a two-dimensional matrix that includes the user's preferred database or language skills listed in each
row. In one column, the original values will be transformed into a column name for each user in the row. The
Stack Overflow Developer Survey will be used to build the system using natural language processing and ma-
chine learning algorithms, ensuring that the data is accurate, reliable, and in a format that is suitable for analy-
sis.

4.3 Evaluation

In the evaluation phase of this study, the cosine similarity-based recommender system that recommends jobs
based on user preferences will be evaluated. The evaluation will involve selecting participants at random and
creating multiple job suggestions using their details [21][27]. The model's performance will be measured by
computing coverage, precision, recall, and F1 score for each set of recommendations. Additionally, precision,
recall, and F1 measures will be calculated for different threshold values using the same user details. The eval-
uation will also determine the coverage value of recommended items as a percentage of total items. The equa-
tion below shows how to compute the coverage value for recommended items in the list of U for user u.

(3)

For computing the threshold value, Job score is required which can be calculated using the following for-
mula [16].

(4)

Where n is the overall number of jobs, U is the user profile vector, and J is the job profile vector.

(5)

The outcome is assessed using several performance parameters, including accuracy, precision, recall, and F-
measure [17][18][19].

A.Accuracy - It is a basic accuracy indicator that is proportional to the overall number of measurements.
Because the proportion of false negatives and false positives is nearly equal, symmetrical datasets pro-
vide greater statistical accuracy.

Accuracy = (True Positive) + (True Negative) / (True Positive) + (False Positive) + (False Negative) +
(True Negative) (6)
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B.Precision - It is a ratio of positive predictions to total number of positives present.

Precision = (True Positive) / (True Positive) + (False Positive) (7)

C.Recall- It is a ratio of positive predictions against all positives present.

Recall = (True Positive) / (True Positive) + (False Negative) (8)

D. F1 score – It is computed as weighted average of recall and precision. It therefore represents both false
negatives and false positives.

F1 Score = 2*(Recall * Precision) / (Recall + Precision) (9)

To assess the performance of the job recommender system, the author randomly selected multiple user IDs
and tested the system using different threshold values. The obtained results were then used to calculate the
average precision and F1 score for the system across different users. Table 1 presents the typical precision and
F1 score outcomes.

Table 1. Average Precision and F1 score for users selected at random.

User Average
F1 score Precision

3 0.630 0.515
8 0.61 0.498
10 0.698 0.589
14 0.595 0.473
16 0.536 0.391
25 0.471 0.354

Average
Score

0.59 0.47

Table 2 presents a list of features that are often obtained from job postings and resumes for content-based fil-
tering. These features are employed to construct vectors that represent both the job posting and the student's
profile. The vectors are then compared using cosine similarity to identify the most appropriate job opportuni-
ties.

Table 2. Sample features extracted from job postings & resumes for content-based filtering.

Feature Description
Job Title The title of the job posting

Job Description
A summary of the responsibilities and

requirements
Skills The required skills for the job
Education The required education level
Experience The required years of experience
Industry The industry of the job posting
Company Size The size of the company offering the job
Job Location The location of the job posting
Salary The expected salary range for the job

A selection of similarity scores between a student's profile and job postings is displayed in Table 3. The scores,
which are based on cosine similarity, vary from 0 to 1, with higher scores indicating a better match between
the job posting and the student's profile. The scores are used to assess the relevance of each job post- ing to
the student's profile.
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Table 3. Sample similarity scores between job postings and a student's profile

Job Posting Cosine Similarity
Job A 0.86
Job B 0.72
Job C 0.60
Job D 0.45
Job E 0.23

Fig. 5 shows the most common skills and requirements mentioned in job descriptions, clearly showing that
SQL is the most in-demand technology in the market, followed by Java and AWS.

Fig.5. Most common skills mentioned in job descriptions.

In Table 4, a sample of recommended job opportunities based on content-based filtering. The job postings
are ranked based on their cosine similarity scores, with the most similar job postings recommended to the stu-
dent. These recommended job opportunities are then presented to the student for further consideration.

Table 4. Sample recommended job opportunities based on content-based filtering.

Job Posting Cosine Similarity
Job A 0.86
Job B 0.72

5 Conclusion

In summary, the career recommendation system developed in this research by combining machine learning
and NLP has proven to be a successful approach for suggesting career opportunities to job candidates. By us-
ing the candidates' job preferences and profiles, the system could provide personalized job recommendations
that enhanced the effectiveness of the job search process. The system also employed a hybrid filtering strate-
gy, combining collaborative filtering with content-based filtering techniques to improve the precision and rel-
evance of the recommendations. The evaluation of the model demonstrated its effectiveness in matching job
opportunities to the preferences and profiles of individuals, with good precision, recall, and F1 scores. This
study highlights how machine learning and natural language processing can improve the recruitment process
and help job seekers identify suitable jobs. Future research could explore the system's application in real re-
cruitment scenarios and the inclusion of additional data, such as personality traits and social network analysis,
for more personalized recommendations.
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