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Abstract 

 

        An important issue of energy efficiency in the cloud environment is to perform more jobs while 

consuming less amount of power. Virtual machine consolidation remains the most deployed strategy 

to manage both performance and energy consumption. Most existing energy efficiency techniques 

save energy against the cost of performance degradation. Consolidation techniques leverage 

thresholds to detect overloaded and under-loaded hosts that could be vacated to achieve the optimal 

balance between host utilization and energy consumption. In this research, we propose an energy-

efficient strategy (EES) to consolidate virtual machines in the cloud environment with an aim of 

reducing energy consumption while completing more tasks with the highest throughput. Many power 

management strategies have been proposed for enterprise servers based on dynamic voltage and 

frequency scaling (DVFS), but those solutions cannot further reduce the energy consumption of a 

server when the server processor is already at the lowest DVFS level and the server utilization is still 

low (e.g., 10 percent or lower). To achieve improved energy efficiency, request batching can be 

conducted to group received requests into batches and put the processor into sleep between the 

batches. And it is challenging to perform request batching on a virtualized server because different 

virtual machines on the same server may have different workload intensities. Hence, putting the 

shared processor to sleep may severely impact the application performance of all the virtual machines. 

Keywords: Energy efficiency; Data Center; Cloud Computing; virtual machine consolidation, Virtual 

Batching.  

 

Introduction 

    Cloud computing provides seamless services using virtualization technology over the Internet to 

serve the Quality of Service (QoS)-driven end users’ requirements. There are different models of 

cloud computing; Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a 

Service (Saas), etc… In order to provide various services like SaaS, PaaS, and IaaS, cloud server’s 

data centers are kept active, which have large electrical consumption. Due to improper utilization of 

resources, optimizing the servers’ energy consumption becomes a significant challenge for service 

vendors from environmental and economic perspectives as well. The challenge to provide services 

with a low energy consumption profile opens up a new dimension of optimized server use for 

intelligent management of resources (such as CPU/disk/memory), with reduced power consumption 

through server consolidation. This enables fewer active physical servers to provide the required 

services without compromising the QoS.  

Consolidation techniques aim to consolidate both applications and services in fewer resources. It is 

one of the beneficial features of virtualized data centers. Consolidation schemes should optimize 

resource utilization in such a way as to avoid violating the service-level agreements (i.e., SLA) and 

performance degradation. One way to reduce energy consumption is virtual machine consolidation in 

which virtual machines are periodically reallocated to minimize the number of active servers, 

consequently decreasing the whole cloud data center’s energy consumption. Virtual machine (VM) 

consolidation makes use of live migration, which preserves application performance requirements 
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while delivering services to customers with short downtime. The consolidation problem can be 

divided into four steps: 

 Detection of overloaded servers that may violate the SLA. 

 Detection of under-load servers that have to be vacated in order to minimize the number of 

active hosts. 

 Virtual machine selection aims to select the convenient VMs to migrate from overloaded 

hosts. 

 Virtual machine placement policy that selects hosting servers for the appropriately selected 

virtual machines.  

    Once both overloaded and under-loaded servers are detected, VM consolidation techniques should 

try to evacuate some of their hosted virtual machines to meet SLA and minimize the overall data 

center’s energy consumption. The selected virtual machines to be vacated have to be placed in 

convenient servers in such a way as to respond to the consolidation’s objectives. Usually, hosts where 

CPU utilization exceeds an upper threshold value are considered overloaded hosts, while hosts with 

utilization less than a lower threshold value will be considered under-loaded. Hosts that keep 

utilization between upper and lower thresholds are considered in a normal state. 

    Actually, to achieve workload consolidation hosts are classified into three categories based on their 

utilization, namely overloaded hosts, under-loaded hosts, and normal hosts. Usually, hosts where CPU 

utilization exceeds an upper threshold value are considered overloaded hosts, while hosts with 

utilization less than a lower threshold value will be considered under-loaded. Hosts that keep 

utilization between upper and lower thresholds are considered in a normal state. To get relevant 

papers, different digital research papers sources were investigated. In order to determine the 

components that were pertinent to the literature review, more than 20 journal papers were evaluated 

by applying various inclusion and exclusion criteria. We frequently used terminology like "energy-

efficient strategy (EES) to consolidate virtual machines," "reducing energy consumption and 

enhancing efficiency in Server Consolidation," and "Server Consolidation schemes," among others. 

This study looks at 28 peer-reviewed articles. This research will be useful for future researchers. 

 

Literature 

    This section discusses the previous works done on reducing energy consumption and enhancing 

efficiency. Most of the existing VM consolidation techniques with consideration of managing energy 

consumption make use of static or dynamic lower threshold values based on the current utilization of 

servers to detect under-loaded ones without considering the overall data centers utilization workload. 

Actually, these techniques may fall in some drawbacks like placing a VM on a target node, which was 

prospective to be evacuated in near future, which increase the number of active hosts per data center 

and lead to more VMs migration in the future. This problem has been presented in [1]. The proposed 

solution takes into consideration the total data center workload for detecting under-loaded servers. 

However, data center hosts are heterogeneous. They may include high and low-performance servers. 

High-performance servers produce less heat in comparison with low-performance servers while 

having more workload and consuming less power. 

        In recent years, due to the increasing use of cloud computing services and following the welcome 

of customers to these services, cloud computing service providers have increased the number and 

volume of data centers greed to consume more energy [2], and this issue is very costly. Heavy 

operations have followed. The service quality assurance set out in the SLA, which is regulated 

between customers and providers, is essential for the cloud computing environment; Therefore, cloud 

service providers tend to strike a balance between energy and efficiency, and in order to reduce 

operating costs, they must reduce energy consumption to the extent that it does not disrupt or reduce 

the quality of service. 

     Gill et al. [3] proposed a taxonomy for sustainable cloud computing and introduced a taxonomy for 

VM consolidation-based algorithms without focusing on energy efficiency. Mann et al. [4] introduced 

a survey on VM allocation in cloud data centers from problem modeling and optimization algorithms 

perspectives. Ahmad et al. [5] conducted a survey on VM migration and server consolidation 
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framework for cloud data centers, in which the commonalities and differences of investigated VM 

migration algorithms are highlighted. 

       In their research Zhen Xiao, Weijia Song, and Qi Chen [6] introduced a dynamic resource 

allocation that aims to prevent the PM from being overloaded at the same time minimizing the 

number of active PMs. to accomplish their purpose, they monitored the overall status of the data 

center. They also implemented a prediction algorithm that captured the future resources usage and 

based on this prediction make a decision on how to place the VMs based on the data collected. In our 

approach, there is no intention of implementing a prediction algorithm but we keep monitoring the 

existing PMs to determine the overloaded PMs. 

    All the above works considered a tradeoff between energy consumption (host operating, VM 

migration, network communication) and QoS (VM computing performance). However, the 

applications require data centers to provide higher QoS of computing power. Melhem et al. [7] 

proposed an overload host detection algorithm based on the Markov prediction model and a VM 

placement algorithm based on the physical host that has received the migrated VM. Their work 

drastically reduced data center SLA violations, allowing data centers to support applications better. 

However, this method caused the data center’s energy consumption to rise sharply, which is contrary 

to the design goal of the VM consolidation method. Therefore, we propose a new method that aims to 

increase the energy efficiency of data centers while meeting the computing resource requirements of 

applications. 

    Dahsti et al. [8] developed a solution to address the requirements provided by both service 

providers and users of these technologies. As a result of the research, a one-of-a-kind PaaS service for 

organizing client errands was developed. In the cloud, excessive energy usage and an energy 

performance tradeoff may occur if the specifications of the physical machine and the user’s 

expectations are incompatible, resulting in lower provider profitability. Using the PSO, energy 

efficiency is increased without compromising service quality. The final aim of these strategies was to 

reallocate the relocated virtual machines inside the whole host. 

    A new multi-objective strategy, based on double thresholds and the ACO algorithm, was presented 

by Xiao et al. [9]. It uses two levels of CPU usage as cut-offs in order to determine whether or not the 

PM is overloaded. When a host becomes overburdened or underutilized, virtual machine 

consolidation is initiated. In consolidating VMs, the ACO algorithm uses several selection strategies 

that consider the loads of the PMs to choose VMs from both the overloaded as well as the destination 

PMs. In addition to minimizing migrations, performance degradation, service level agreement (SLA) 

violations, and overall energy consumption, the suggested approach effectively uses available 

computing and storage resources. 

    Fatima et al. [10] have proposed a new hybrid algorithm, LMOGWO. The suggested method took 

design cues from grey wolves, modeling itself after the animals’ hunting and pack-leading techniques. 

It also came with a storage archive for secondary options. The top three answers are the alpha wolves 

who rally the pack to pounce on their victim. Alpha, beta, and delta wolves represent the pack’s top 

three leaders, while omega wolves represent the remaining members who have found a solution. The 

suggested method determines the wolf step size based on the levy flight. Finally, the suggested 

method is put through its paces using nine industry-standard benchmark functions. 

    Al-Moalmi et al. [11] proposed that the overhead caused by the dynamic placement of VMs may be 

caused by the time that is spent migrating. As a result, they have thought of using a static approach in 

order to distribute virtual machines. Their primary objective is to unify the container-to-virtual-

machine placement and the virtual-machine placement-to-physical-machine into a single optimization 

challenge. The time needed to resolve the positioning challenges may be drastically cut down by 

using this method. To cut down on the time and energy spent on VM creation, WOA has been used to 

optimize this issue. 

    In this paper [12], they present two energy-aware techniques for VM consolidation. The proposed 

schemes consider energy consumption by RAM along with CPU. Moreover, the schemes utilize a 

threshold mechanism in order to keep some resources free to tackle the increased resource demands at 

run time. They subdivide the resource allocation problem into two components: (a) host selection and 



                   Harvest: An International Multidisciplinary and Multilingual Research Journal 
             

                                                                       

                          E-ISSN: 2582-9866                                                 Volume III Issue I January-March 2023               
 

11  www.harvestjournal.org 
Double Blind Peer-Reviewed Journal 

(b) placement. The proposed techniques take into account a PM’s capacity and energy consumption 

while placing VMs on a server. Moreover, consideration of a server’s capacity while placing VMs on 

the host improves resource management which is indicated as an improvement in our energy graphs. 

Their main contributions are to present a detailed analysis of the selected energy-efficient resource 

management techniques using cloud environments, two new energy-efficient SLA-aware resource 

management techniques namely MaxCap and RemCap are proposed to optimize energy and handle 

SLA violations by balancing the network load, proposed algorithms aim to improve performance in 

terms of energy efficiency, SLA violations, and address performance degradation due to migrations, 

and also presents the time and space complexity analysis of the proposed techniques. 

    In this section, they have reviewed and highlighted the related work on CDCs for implementing 

energy-efficient data centers. During the last decade, cloud computing solutions have been widely 

applied for sharing resources and services with better efficiency, speed, availability, reliability, and 

security. The problem comes when the demand for these cloud services from business enterprises 

increases. This leads toward expanding the currently existing data centers without looking into the 

aspect of huge power consumption by the server machines and other facilities which ultimately 

contribute to generating carbon emissions hazardous to environmental sustainability [13]. 

    Energy consumption becomes a critical concern for large-scale data centers. This Paper [14], 

explores the energy consumption patterns of infrastructure-as-a-service cloud environments under 

various synthetic and real application workloads. For each scenario, they investigated the power 

overhead triggered by different types of virtual machines, the impact of the virtual cluster size on the 

energy efficiency of hosting infrastructure, and the tradeoff between the performance and energy 

consumption of MapReduce virtual clusters through typical cloud applications. They have performed 

two types of experiments. First, carried out a set of component tests to analyze the impact of 

virtualized workloads on the power consumption of each node. In the second, they focused on three 

typical MapReduce applications to estimate the effect of increasing the capacity of a virtual cluster on 

performance 23 and energy consumption. This paper has concluded that, by considering the entire 

cloud, the evaluations provide valuable insights into the cloud computing potential to save energy. 

   In [15], developed an energy-efficient heuristic algorithm to minimize energy consumption in the 

cloud computing environment. To analyze the developed algorithm, they have assumed a centralized 

cloud is hosted on a data center that is composed of a large number of heterogeneous servers. The 

energy consumed by a set of the virtual machine for executing the task run on the resource. The 

energy consumed by the resource is proportional to the processor associated with the resource. The 

resource allocated to a task must sufficiently provide the resource usage for this task, if the resources 

are not provided the task is put in a waiting queue. Simulation experiments are conducted to know the 

performance of a heuristic-based task consolidation algorithms to optimize energy consumption. 

Concluded that the MaxMaxUtil algorithm is preferred over others to optimize the energy 

consumption in the cloud computing system 

    Paper [16], analyzed the impact of VM size and network bandwidth on VM migration time and 

energy consumption of the source system. To analyze they have considered Kernel-based Virtual 

Machine (KVM) hypervisor and Virt Manager to perform VM live migration on Ubuntu 14.04 Linux 

machines in various conditions. The VM was migrated six times between two machine hosts for a 

fixed value of bandwidth. Then the VM size is increased to 2GB and migration time and power 

consumption are measured for different bandwidth values. The average migration time and average 

energy consumption are calculated using the obtained results. The parameters considered here are the 

VM size, migration time, and energy consumption of the source machine. This paper concluded that 

live migration can reduce energy consumption and migration time of subsystems by selecting VM 

with the least memory size for migration and increased network bandwidth. 

   In [17], presents power consumption evaluation on the effects of live migration of VMs. They have 

first considered the practical approach to evaluate the power consumption of virtual machines and 

then estimate the power cost of VM migration both for the original physical server that starts the 

migration and the destination server that accepts the transfer. In this work, they have considered two 

aspects that mainly dedicate to the power cost of the server, the processor frequency, and CPU 
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utilization percentage, and have conducted two experiments. The first one is to verify that server 

power cost can be represented by CPU usage, specifically, directly proportional to CPU usage. This 

conclusion drawn is, in the source server, as CPU Utilization increases power impact of live migration 

falls and the time cost is not affected by the CPU for both source and destination. The second is to get 

the power consumption of the server in each processor frequency, which also verifies that in a fixed 

frequency, the power consumption can be represented by CPU utilization percentage. In the end, they 

evaluated the power consumption caused by live migration. The paper concluded that VM migration 

is key to realizing VM-based resource reservation and power reduction. 

    In [18] presents novel techniques, models, algorithms, and, software for distributed dynamic 

consolidation of Virtual machines in cloud data centers main goal of this work is to improve the 

utilization of resources and reduce energy consumption under the workload-independent quality of 

service constraints. To achieve this, they proposed a distributed approach to energy-efficient dynamic 

VM consolidation and several novel heuristics which lead to a great reduction in energy consumption. 

The paper also focuses on the heuristics for distributed dynamic VM consolidation under host 

overload, host under-load, VM selection, and VM placement conditions. This paper brings the idea of 

switching off the ideal nodes when not n use and allocation of virtual machines to other hosts when it 

is overloaded which I have implemented in this work. This also gives a brief idea of power and energy 

models and problems of high power and energy consumption. 

   In [19], considered possible energy savings of wireless access networks through the development of 

an integer linear programming (ILP) model based on energy-efficient network management. This 

paper throws in an idea about the heuristic algorithm that ensures the minimization of network energy 

consumption in a reasonable amount of time. They developed their own heuristic algorithm that 

mainly focuses on the minimization of energy consumption in WLANs. The algorithm is composed of 

two phases: The first phase is the Greedy approach to build up a feasible solution. The second phase is 

local search (LS) which starts with an initial solution and iteratively moves to the best candidate 

within the current neighborhood. A comparison of optimization results and computational time of the 

heuristic approach with those of the ILP model is done. The presenters concluded that heuristic 

algorithms can be valuable alternatives to exact algorithms due to the possibility of offering good 

solutions in a reasonable amount time of time. All the above-cited techniques are designed to deliver 

energy-efficient resource allocation, ultimately minimizing the overall cost of cloud DCs.  

 

Conclusion 

The main concern of cloud computing data centers is to reduce energy consumption and consequently 

reduce operating costs and increase the profitability of such centers. With the expansion of cloud 

computing applications, the demand for data processing and application storage has grown 

excessively. Cloud computing services provide customers with a large number of computing 

resources and storage space, which effectively promotes the further development of other industries. 

The major focus of the research project is on energy-aware server consolidation approaches and 

algorithms. The Virtual Batching scheme is improved to manage resources with load balancing 

mechanisms, to examine optimization mechanisms to manage relative response times, and Resource 

levels and application needs are incorporated in the allocation process. Virtual Batching dynamically 

allocates the CPU resource such that all the VMs can have approximately the same performance level 

relative to their allowed peak values. 
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