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Abstract. Mobile Cloud Computing (MCC) addresses the drawbacks of Mobile Users (MU) where the in-depth evaluation of
mobile applications is transferred to a centralized cloud via a wireless medium to reduce load, therefore optimizing resources.
In this paper, we consider the resource (i.e., bandwidth and memory) allocation problem to support mobile applications in a
MCC environment. In such an environment, Mobile Cloud Service Providers (MCSPs) form a coalition to create a resource
pool to share their resources with the Mobile Cloud Users. To enhance the welfare of the MCSPs, a method for optimal
resource allocation to the mobile users called, Poisson Linear Deep Resource Allocation (PL-DRA) is designed. For resource
allocation between mobile users, we formulate and solve optimization models to acquire an optimal number of application
instances while meeting the requirements of mobile users. For optimal application instances, the Poisson Distributed Queuing
model is designed. The distributed resource management is designed as a multithreaded model where parallel computation
is provided. Next, a Linear Gradient Deep Resource Allocation (LG-DRA) model is designed based on the constraints,
bandwidth, and memory to allocate mobile user instances. This model combines the advantage of both decision making
(i.e. Linear Programming) and perception ability (i.e. Deep Resource Allocation). Besides, a Stochastic Gradient Learning
is utilized to address mobile user scalability. The simulation results show that the Poisson queuing strategy based on the
improved Deep Learning algorithm has better performance in response time, response overhead, and energy consumption
than other algorithms.

Keywords: Mobile cloud computing, mobile cloud service providers, mobile cloud users, poisson linear, stochastic, deep
neural resource allocation

1. Introduction

In a mobile computing environment, the integra-
tion of cloud and mobile services also referred to as
MCC enhances the transmission effectiveness of the
data and the potentiality involved in processing. One
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gunthar Engineering College, Erode-638057, Tamil Nadu, India.
E-mail: gsaravanan.pacet@gmail.com.

of the key issues to be addressed in MCC is resource
management that determines the QoS of mobile cloud
services and the usage of cloud resources. However,
due to the vital and vague scenes in MCC, resource
optimization is still uncertain. Poisson distribution is
a discrete probability distribution that presents the
probability of a number of events occurring in a fixed
period of time. The Poisson distribution is gener-
ally employed when the occurrences are independent.
Poisson distribution arises when a number of events
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are counted across time or over the area. The prob-
ability of two or more occurrences of the number of
event in a very tiny time interval is negligible.

A novel Elasticity Debt Analytics was proposed in
[1] for resource provisioning in MCC. The method
used a game theoretic approach for ensuring the
quality of service. With the objective of improving
resource utilization, utility-based elasticity dept and
profit quantification were also investigated via the
hidden Markov model. The problem was formulated
as an elasticity debt quantification game, with the aid
of an incentive mechanism.

With this incentive, mechanism elasticity debt
was predicted and therefore resulting in the opti-
mization of cloud resource provisioning. Due to
this, the method allocates the mobile device user
requests to high elasticity debt-level services. As a
result, elasticity debt minimization was facilitated
for MCC environments. However, the optimization
time involved in the resource being utilized was not
focused. To address this issue, in this work, along
with the allocation of resources in an optimal man-
ner, first, Poisson queuing based cloud user entry is
formulated so that the resource optimization time can
also be minimized considerably.

In MCC, the reservation and allocation of
resources in the preliminary stage can notably
minimize the Cloud Service Providers (CSP)
total provisioning cost. However, the undetermined
attributes of users’ in mobility necessitate the require-
ment of resources that in turn make the reservation
and allocation uncertain. As far as MCC is con-
cerned, the mobile application QoS is determined
based on both the resources utilized in the radio prop-
agation network and the resources required for virtual
machine processing. Hence, a joint allocation of these
two types of resources is said to be required.

In [2], RRA with uncertainty over mobile user
demand, a robust optimization model was designed.
Besides, constant relative risk aversion functions
were also established to extract the needs and want
of the mobile users’. With this, allocations between
RRs and VMRs were done based on the resource
requirements of mobile applications. Followed by
which a powerful Collective Resource Provision and
Assignment mechanism was also designed for opti-
mization of radio propagation network and virtual
machine processing. Due to this, the total foundation
cost in addition to the resource utilization was found
to be efficient. Despite improvement observed in pro-
visioning cost, the overhead incurred in resource
utilization was not focused. To address this issue,

in this work, a Linear Rationalized Deep Neural
Resource allocation is designed that not only consid-
ers optimal resource allocation but also the overhead
incurred.

Although equilibrium and logarithmic model has
various advantages, there are also some shortcom-
ings like other intelligent algorithms. For example,
it is easy to fall into local optimum and some-
times difficult to attain the quality of service (QoS),
like reducing response time and overhead. To fur-
ther improve the performance of this algorithm,
Poisson Queuing, Linear Gradient Deep Resource
Allocation, and Stochastic Gradient are incorporated
into learning in this paper. The Poisson Queuing
helps to follow the exponential distribution and
balance the mobile cloud user incoming processes
(i.e., incoming requests). The Linear Gradient Deep
Resource Allocation along with Stochastic Gradi-
ent ensures a smooth occurrence of optimal resource
allocation solution via optimal decision making and
high perception ability factors. Based on the above
improvement aspects, our Linear Gradient Deep
Resource Allocation algorithm in PL-DRA when
applied to the allocation of data or information based
on resource optimization in MCC environment, helps
to maintain the balance between response time and
overhead.

In this paper, four major contributions are as fol-
lows:

(1) To support the precise requirement in a
complex MCC environment, the resource allo-
cation problem of mobile cloud user instances
(i.e. data or information request) is formalized.
It provides a theoretical foundation for mobile
cloud user instance allocation based on mobile
cloud user demands.

(2) To cope with a potentially increased number of
cloud servers, a distributed resource controller
model, called, Poisson Distributed Resource
Queuing has been developed. Each gradient
is responsible for modeling performance and
request of a single user while exchanging
information with other gradients to harmonize
resource allocation.

(3) To compensate for the shortcomings of equi-
librium and logarithmic model, an improved
deep learning algorithm that employs linear
and stochastic gradient operations satisfying
decision making and perception ability is
developed. It reduces the overhead incurred in
an instance.
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(4) To verify the effectiveness and efficiency of
our novel resource optimization algorithm,
based on various examples, comprehensive
experimental evaluation is demonstrated. It can
provide the superiority of the PL-DRA method
compared with the state-of-the-art methods.

The structure of the remainder of the paper is as fol-
lows. Section 2 introduces the related work. Section
3 provides the system model along with the prob-
lem formulated and detailed resource optimization
method based on improved Deep Learning. Section
4 illustrates the experimental settings and compre-
hensive results. Section 5 summarizes the paper.

2. Related works

In the past few years, considerable development
has been made in MCC environment. However, due
to aspects such as inadequate computing and storage
potentiality of mobile cloud users and the restricted
batter volume by hardware design, only a few simple
tasks are said to be performed.

Artificial Intelligence (AI) technology was applied
in [3] based on the data size of the computation
task to minimize the total task delay with increasing
data. However, the resource usage or running cost
in the cloud was not taken into consideration. To
address this issue, multi-tenancy and asynchronous
processing was introduced in [4], therefore contribut-
ing to constrained resource demand. Performance and
energy efficiency was enhanced in [5] using non-
convex optimization based on Weighted Minimum
Mean Square Error (WMMSE).

As the notion of integrating the potentialities of
mobile devices and cloud computing is becoming
progressively well received, the most prerequisite
query occurs in optimal scheduling of services
between devices and the cloud. A service selec-
tion optimization algorithm based on supervised
learning was presented in [6] for reducing energy
consumption with significant cloud service execu-
tions. However, the response time was not reduced
due to an imbalanced load. To address this issue, a
fast non-dominated sorting genetic algorithm [7] was
designed. That not only reduced the response time but
also improved network resource utilization signifi-
cantly. Yet another QoS-aware service provisioning
scheme was presented in [8] therefore contributing
towards queuing time.

In recent years with the proliferation of mobile
devices and cloud computing environment has
resulted in various powerful mobile applications.
Besides most of these mobile applications specif-
ically necessitate rigorous estimation and high
processing, that are found to be not compatible with
mobile devices due to their resource limitation.

Graph partitioning algorithms were designed in
[9] with the objective of minimizing the required
bandwidth. Yet another meta-heuristic model based
on Greedy Randomized Adaptive Search Proce-
dure (GRASP) was designed in [10] to improve the
performance along with the QoS. Furthermore, an
AES cryptographic technique was proposed in [11]
to determine optimal computation offloading and
reduce the computation and communication cost.

Cloud computing environment failures simul-
taneously affect several mobile cloud users and
therefore decreasing the number of available comput-
ing resources. Besides, a bad scheduling mechanism
can also reduce the physical machines expected
makespan and the idle time concurrently. To address
these issues, optimized scheduling of scientific work-
flows on the cloud was presented in [12] for virtual
machine allocation and task scheduling effectively.

Yet another multi-objective resource optimization
model based on energy consumption, time consump-
tion, and the cost was presented in [13] to identify
the optimal offloading strategy. A meta-heuristic
approach maximizing demand satisfaction and min-
imizing cost was presented in [14] using the fuzzy
linguistic method. However, with fixed length job
requests with dynamic situations being arisen having
variable lengths, optimization was not ensured. To
focus on this issue, a varied length algorithm close to
the optimum with the minimum gap was presented in
[15]. This in turn contributed towards strong system
stability and low congestion.

To reduce both cost and makespan, a novel Direc-
tional and Nonlocal Convergent Particle Swarm
Optimization (DNCPSO) mechanism were presented
in [16]. Yet another graph partitioning heuristic and
delta synchronization model were designed in [17] to
enhance the quality dimensions such as latency and
bandwidth consumption.

A resource cooperative provision mode was
designed in [18] using two different aggregation
models. It is not only ensuring flexible resource
management but also ensured dynamic resource
allocation. However, the focus was not oriented
towards price attribution. To provide a solution to this
issue, the mean variance optimization algorithm was
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designed in [19] to obtain optimized cloud resource
allocation. A survey focusing on service adoption and
provision in MCC was proposed in [20].

These above improved Deep Learning algorithms
have been developed in various ways that in turn
effectively achieve significant performance. How-
ever, there are only very few researches about
lowering resource usage on the cloud side for MCC
environment. Many applications not only minimize
the total delay but also consider the accuracy factors
and real-time requirements of certain specific tasks.
Thus, this paper will first settle the issue of queuing
in a mobile cloud computing environment, which can
take full advantage of queuing. Then we will develop
our novel Linear Gradient Deep Resource Allocation
algorithm from two aspects (i.e. bandwidth and mem-
ory) to deal with the application in an adaptive fashion
and address the issues effectively and efficiently.

3. Methodology

In this section, we first introduce the system model.
Then, we introduce the specific problem background
of this paper. Followed by which the design of Pois-
son Linear Deep Resource Allocation (PL-DRA) is
given.

3.1. System model

The system model comprises of three enti-
ties, Mobile Cloud Data Owners ‘MCDO =
MCDO1, MCDO2, . . . , MCDOn’, Cloud Service
Providers ‘CSP = CSP1, CSP2, . . . , CSPn’ via
Cloud Servers ‘CS = CS1, CS2, . . . , CSn’ and
Mobile Cloud Users ‘MCU = MCU1, MCU2,

. . . , MCUn’ respectively. The topology of the cloud
service providing framework based on mobile cloud
computing is depicted in Fig. 1.

3.2. Problem formulation

In this work, all computing devices in the MCC
are represented by a graph as ‘G = (D, E, G)’. Here,
‘D’ represents a cloud service provider holding cloud
servers. Next, ‘E’ represents the communication con-
straints between the Mobile Cloud Data Owners
‘MCDO’ and the cloud service provider ‘CSP’ (i.e.
service provisioning scheme). Here, the constraints
represent the classification of Mobile Cloud Data
Owners into segments, corporate, premium, and basic
users [1] respectively. Finally, ‘G’ represents the

Fig. 1. Topology of service provisioning framework based on
Mobile Cloud Computing.

Mobile Cloud Users. With the above graphical con-
struction, the problem remains in minimizing the
response time, overhead, and energy consumption
while fetching the data or information of the user via
optimal resource allocation. The resource allocation
is carried out by the service provider based on the
available resources (i.e. bandwidth and memory) and
requirements of the users. Here, the objective remains
lowering the response time, overhead, and energy
consumption by optimizing the resource usage on
the cloud side for MCC. With the above system
model and the problem being formulated, the PL-
DRA method is elaborated in the following section.

3.3. Poisson distributed resource queuing

In order to evaluate the PL-DRA method, a Pois-
son Distributed Resource Queuing (PDRQ) described
in the MCC framework. In the PDRQ model,
the mobile cloud user is denoted as ‘MCU =
(MCU1, MCU2, . . . , MCUn)’ as the set of ‘MCUs’
in the cloud server with ‘R = (r1, r2, . . . , rn)’ their
available free resource, where ‘rj’ is assigned in terms
of ‘CPU’, ‘RAM’ and ‘StorageCapacity’ respec-
tively, with ‘rj = (

αcj, βcj, γcj

)
’. Also, we represent

‘CS = (CS1, CS2, .., CSn)’ as the set of ‘CSs’ to
be allocated to ‘MCU’ where ‘ari = (αri, βri, γri)’
representing the amount of resources required for
running the cloud server.

A distributed resource controller is introduced
to provide subsistence for a probably substantial
number of cloud servers. The single Poisson Queu-
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Fig. 2. Hypothetical representation of Poisson Optimal Resource
Queuing.

ing model is split into several prototypes, each of
them being in charge of the performance of a sin-
gle cloud server. Each of the distributed resource
controllers optimizes its mean queue length deep
resource allocation model and exchanges informa-
tion with other resource controllers to harmonize
resource allocations. In the distributed version, the
resource controller is split into several resource con-
trollers, each accountable for resource allocation of
a single cloud server. Figure 2 depicts the Hypo-
thetical representation of Poisson Optimal Resource
Queuing.

As depicted in Fig. 2, a service provider utilizes
resources to fetch the data or information as requested
by multiple users’. The service provider requires to
obtain the request from the user with the assumption
that the user requests arrive at the service provider
based on Poisson distribution, the arrival rate being
‘λ’. The service time of the service provider before
the user data reaches the cloud in our work dis-
charges the with a service rate of ‘μ’ respectively.
With the assumptions of this arrival rate and ser-
vice rate, the pseudo-code representation of Poisson
Optimal Resource Queuing is given below.

Algorithm 1 Poisson Optimal Resource Queuing
Input: Mobile Cloud Data Owners ‘MCDO =
MCDO1, MCDO2, . . . , MCDOn’, Cloud Service
Providers ‘CSP = CSP1, CSP2, . . . , CSPn’ Cloud
Servers ‘CS = CS1, CS2, . . . , CSn’ Mobile Cloud
Users ‘MCU = MCU1, MCU2, . . . , MCUn’,

Output: Optimal Resource Queuing

1: Initialize resource allocation start time
2: Initialize resource allocation completion time
3: Begin
4: For each Mobile Cloud Data Owners ‘MCDO’

with Cloud Servers ‘CS’ and Mobile Cloud
Users ‘MCU’

5: With the problem formulated in (1)
6: Measure makespan using (2)

7: Obtain constraint using (3)
8: End for
9: End

From the above algorithm, exceptionally, the queu-
ing service and mobile cloud service represent
different services to be provided to the users. On
one hand, the queuing service comprises forwarding
user requests (i.e. want of data or information) to the
service provider and optimal resource usage on the
cloud side to respond to the user on the other hand.
Next, the cloud service here represents the service
that processes the user request and optimally allo-
cates the services of the user. Then, the POR Queuing
is expressed as given below.

Problem : F =
{

DAST (μ) + DACT

(
λ

μ − λ

)
+ MS

}

(1)

MS = DACT–DAST (2)

Subjectto :
1

μ − λ
+ ETMCUi ≤ ET (3)

From the above Equations (1), ‘DAST ’ represents
the data allocation start time, ‘DACT ’ represents the
data allocation completion time with ‘MS’ represent-
ing the makespan (i.e. the difference between the data
allocation completion time and the data allocation
start time respectively) and ‘ λ

μ−λ
’ denoting the mean

queue length in the cloud server.
Next, from the Equation (3), ‘ 1

μ−λ
’ corresponds to

the mean queue length time per unit user in a cloud
server, with ‘ET ’ representing the average execution
time for a resource to be allocated and ‘ETMCUi ’
representing the execution time for a resource to
be allocated to a single user. The above problem is
based on the mean queue length time per unit user
in the cloud server subject to mean queue length in
a cloud server. At first, optimal users obtain in the
cloud server for resource requests and response time
is significantly reduced.

3.4. Linear Gradient Deep Resource Allocation

With the measured mean queue length via Poisson
distribution, the data or information to be allocated
by the server amongst the user is explained in this
section.

Also, bandwidth and memory optimization prob-
lems are studied. The resource allocation framework
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based on Gradient Deep Learning (GDL) is given.
To start with a Utility Optimizer ‘UOP’ using Lin-
ear Programming (LP) model for data allocation to
users from the resource pool created by the service
providers is designed. The pseudo-code representa-
tion of Linear Gradient Deep Resource Allocation is
given below.

Algorithm 2 Linear Gradient Deep Resource Allo-

cation
Input: Mobile Cloud Data Owners ‘MCDO =
MCDO1, MCDO2, . . . , MCDOn’, Cloud Service
Providers ‘CSP = CSP1, CSP2, . . . , CSPn’ Cloud
Servers ‘CS = CS1, CS2, . . . , CSn’ Mobile Cloud
Users ‘MCU = MCU1, MCU2, . . . , MCUn’,

Output: Optimal resource allocation

1: Initialize number of application instances
2: Begin
3: For each Mobile Cloud Data Owners

‘MCDO’ with Cloud Servers ‘CS’ and Mobile
Cloud Users ‘MCU’//measure utility opti-
mizer

4: Obtain bandwidth constraint using (5)
5: Obtain memory constraint using (6)
6: Measure ithvector’ of the training process

using (7)
7: Update request (i.e. mobile cloud user) based

on sigmoid activation using (8)
8: Fine-tune request based on Stochastic Gradient

Learning using (9)
9: End for

10: End

As given in the above algorithm, to start with,
the objective function is to determine the number of
application instances (i.e. users) is mathematically
expressed as given below.

∑
u∈MCU

∑
a∈app

∑
c∈CS

MAX
(
funu,a,c

)
(4)

From the above Equation (4), ‘funu,a,c’ represents
the number of application instances from users ‘u’
using application ‘a’ connecting to the cloud server
‘c’ respectively. Here, the example application refers
to the requirement of a specific product ‘book’ to be
purchased from a specific cite ‘openlibrary’. With
the above, application instances, a ‘UOP’, the opti-
mal resource allocation strategy for maximizing the
bandwidth and minimizing memory is expressed as

Fig. 3. Resource allocation framework based on Linear Deep Neu-
ral Network.

given below.∑
u∈MCU

∑
a∈app

∑
c∈CS

funu,a,cR
BW ≤ ABW

c (5)

From the above equation, the constraint in (5)
ensures that the total amount of required bandwidth to
support ‘funu,a,c’ instances must be less than or equal
to the available bandwidth in the resource pool. Here,
‘RBW ’ represents the bandwidth ‘BW’ required ‘R’
per instance of application ‘a’ and ‘ABW

c ’ represents
the available bandwidth at cloud server ‘c’.∑

u∈MCU

∑
a∈app

∑
c∈CS

funu,a,cR
MEM ≤ AMEM

c (6)

Besides, the constraint in (6) ensures that the total
amount of required memory to support ‘funu,a,c’
instances must be less than or equal to the available
cloud servers’ memory. Here, ‘RMEM’ represents the
memory utilization required per instance of appli-
cation ‘a’ and ‘AMEM

c ’ represents the available
memory at cloud servers ‘c’ respectively. Consid-
ering uncertainties in the system’s parameters, we
next present a Linear Deep Neural Resource Allo-
cation (L-DNRA). By using the L-DNRA model, the
above-said resources (bandwidth and memory) are
said to be utilized in an optimized manner on the
cloud side. Hence the user instances are said to be
fetched with minimum time and overhead. Figure 3
shows the Resource allocation framework based on
Linear Deep Neural Resource Allocation (L-DNRA).

As shown in Fig. 3, to start with an ‘UOP’ uses the
Linear Deep Neural Network model with the objec-
tive of searching, for resource allocations that reach
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maximum utility. The training method for obtaining
characteristic parameters is obtained via the Linear
Programming model. The mapping from the prob-
lem parameter ‘c’ and the initial value ‘a0’ to the final
output ‘af ’, where ‘f ’ denotes the feasible solution.
It is accurately measured using deep neural networks
that possess ‘n’ hidden units and an activated function
based on sigmoid. The feasible solution refers to the
optimization of resources (i.e. bandwidth and mem-
ory) with which the data or information requested as
per the user is optimally assigned by the server.

Based on the linear programming model, it is
inferred that a deterministic algorithm that iteratively
updates continuous mappings between input and out-
put units is said to be learned via a deep neural
network. By using an L-DNRA that the optimal CPU
computing power for maximizing the resource allo-
cation of MCC is a continuous mapping between the
users and service providers. L-DNRA is used to attain
the CPU computing power allocation strategies.

Thus the PLS-DNRA method is designed accord-
ing to the Linear Programming model. A resource
allocation framework is based on L-DNRA to opti-
mize the performance of MCC of the user and service
provider of the MCC environment. It comprises three
layers, namely, the input layer, multiple hidden lay-
ers, and finally the output layer. The inputs are
the instantaneous user, bandwidth, and the storage
capacity that possess continuous probability density
functions. Then, the ‘ithvector’ of the training pro-
cess is mathematically expressed as given below.

ai = [
gi

MCU, gi
BW, gi

MEM

]
(7)

The output is the optimal resource being utilized
for data or information allocation of the MCC envi-
ronment on the cloud server-side. In this work, the
output is the optimal data being allocated by the cloud
server for maximizing the user request or requirement
of the MCC environment.

However, with the increase in the number of users
request from the cloud server for its resources, thus
expanding the scope of the cloud server, the exces-
sive energy consumption occurs. To reduce the energy
consumption in resources being used for data or infor-
mation to be allocated between users, the PL-DRA
work uses Stochastic Gradient Learning (SGL). This
is mathematically expressed as given below.

θ = θ − η ∗ ∇θ ∗ J
(
θ; a(i); b(i)

)
*S

S = 1

1 + e−MCU
(9)

From the above Equation (8), ′θ′ represents the
weight vector, ‘η’ is the step size, J is the function
of gradient learning, a and b are the input and out-
put. ‘S’ represents the sigmoid function. By selecting
SGL, only a single sample is used to perform each
iteration instead of one million samples for comple-
tion of one iteration. In this manner, the sample or
the user request is randomly shuffled and selected
for performing the iteration, therefore minimizing the
computation overhead.

4. Experimental evaluation

The experimental evaluation of the proposed
PL-DRA method and existing methods Elas-
ticity Debt Analytics [1] and RRA [2] are
implemented using Java language. The experimen-
tal evaluation is performed using Amazon EC2
big dataset taken from Personal Cloud Datasets
http://cloudspaces.eu/results/datasets. The data in
MCC environment are processed by the resource opti-
mized data center (i.e. service provider). To conduct
a fair comparison between the PL-DRA and existing
methods, varying mobile cloud users data collected
at different time intervals in the range of 50 to 500
are considered.

Experimental evaluation of the PL-DRA method
is compared with the existing methods with differ-
ent factors such as response time, response overhead,
and energy consumption with respect to the number
of users. The experimental results are discussed in
the next section with different parameters. With the
user’s data considered as input, three different metrics
are evaluated using the PL-DRA method and existing
methods, Elasticity Debt Analytics [1] and RRA [2].
To ensure a fine-grained and fair comparison, simi-
lar input data are used as test data for both PL-DRA
and existing methods. The three metrics are measured
using the formulations given below in the results and
discussion section.

5. Discussion

Results of the PL-DRA method and two existing
methods Elasticity Debt Analytics [1] and RRA [2]
are discussed in this section. The various performance
metrics such as response time, response overhead,
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and energy consumption are discussed with respect to
a different number of mobile cloud users data selected
in the range of 50 to 500 collected at different time
intervals. The performance of the PL-DRA method
and existing methods are discussed with help of table
values and graphical representation.

5.1. Scenario 1: Response time

Response time refers to the set of processes and
methods to match available resources (i.e. band-
width and memory) with the needs of the users to
achieve established goals. In other words, alloca-
tion comprises of achieving the desired results within
the stipulated time with minimum utilization of the
resources themselves. The requirement to optimize
resources is specifically evident when the service
providers have to address several users’ requests at
the same time and hence exceeding the resources
currently available. The response time here refers to
the time consumed in allocating the desired users’
data or information at a specific time instance and is
expressed as given below.

Rtime =
n∑

i=1

MCUi ∗ Time (Dataalloc) (10)

From the above equation (9), the response time
‘Rtime’ is measured based on the mobile cloud user
requests ‘MCUi’ placed for certain data or informa-
tion from the cloud server and the time consumed in
allocating the data or information ‘Time (Dataalloc)’
respectively. It is measured in terms of millisec-
onds (ms). Table 1 is given to compare the response
time required to assign the user request via optimal
resource allocation. The table shows the response
time generated by the existing Elasticity Debt Ana-
lytics [1], RRA [2] with that required by the PL-DRA
method. It is seen from Table 1 that the optimal
resource allocation based on linear deep neural sig-
nificantly decreases the response time, irrespective of
the number of users. This verifies the efficiency of our
resource allocation method in terms of the response
time and shows the potentials for achieving in MCC
environment.

When the number of users’ data or information
increases, there increases in response time, since is
it running at the same speed as the cloud and the
other curves are all ascending. Ascending curves
show that the response time increases as the number
of users’ data or information requests from the cloud
server via service provider increases and it reaches its

Table 1
Comparison of the response time for optimal resource allocation

Number of Response time (ms)
mobile PL-DRA Elasticity Debt RRA
cloud users Analytics

50 0.90 1.460 1.950
100 0.975 1.685 2.655
150 1.165 1.875 2.725
200 1.250 1.915 2.895
250 1.395 2.024 3.195
300 1.455 2.155 3.330
350 1.765 2.353 3.525
400 1.955 2.530 3.785
450 1.995 2.820 3.925
500 2.015 3.345 4.105

maximum on the top curve. The contribution of our
PDRQ model finds a suitable performance-response
trade-off through mean queue length and aids poten-
tially large number of cloud servers by a distributed
resource controller. With a distributed resource con-
troller, the incoming request (made by the user) is
being controlled by the controller based on the arrival
and the service rate. With this balancing factor, the
controller maintains a complete balance between the
user and the service provider. However, in the case
of [1], dynamic QoS was not focused and in [2]
though total resource provisioning cost was reduced
using robust optimization theory, response time was
not focused. But, in the case of proposed work, a
fair flow between the two entities, user request, and
resource allocation response, is followed via opti-
mal resource allocation being performed in the cloud
server. Hence the time consumed in allocating the
desired users’ data or information. This reduces the
response time using the PL-DRA method by 33%
when compared to [1] and 54% compared to [2]
respectively.

5.2. Scenario2: Response overhead

The second parameter measured in the PL-DRA
method is the response overhead or the computational
cost incurred while allocating the data or informa-
tion made by the users. The response overhead refers
to the processes and methods to match available
resources (i.e. bandwidth and memory). In other
words, response overhead consists of attaining the
desired results within the stipulated overhead with
minimum resource utilization. The response over-
head refers to the memory consumed in allocating the
required data or information to the number of users
and is expressed as given below.
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Fig. 4. Performance graph of response overhead.

Roverhead =
n∑

i=1

MCUi ∗ Mem (Dataalloc) (11)

From the above Equation (10), the response over-
head ‘Roverhead’ is measured based on the user
requests ‘MCUi’ placed for certain data or informa-
tion from the cloud server and the memory required
to allocate the information or data with the avail-
able resources ‘Mem (Dataalloc)’ respectively. It is
measured in terms of kilobytes (KB).

Figure 4 shows the response overhead between the
number of the user by using the existing Elasticity
Debt Analytics [1], RRA [2] and that achieved by
using the PL-DRA method. The results are obtained
by sampling the results from 500 different users. It
can be seen that the response overhead increases as
the users’ requests increases.

Figure 4 is a figure of response overhead generated
by each method or the computational cost incurred
while data allocation is made by the users. With this
simulation results, it is inferred that the response
overhead based on the PL-DRA method achieves
good results in latency and network usage, due to
the optimal resources being allocated in the cloud
server via the Linear Gradient Deep Resource Allo-
cation algorithm. Through Deep Resource Allocation
by considering bandwidth and memory constraint
the data or information requested by the user is
allocated by the cloud server using the Linear Gra-
dient Deep Resource Allocation algorithm. On the
other hand, by applying utility-driven elasticity debt
and profit quantification approach as in [1], scala-
bility and optimal resource provisioning is ensured
but without considering the overhead. In a similar
manner in [2], by using the logarithmic function,
the total resource provisioning cost of cloud service

providers is reduced, compromising the overhead.
With the application of the linear programming
model, the optimum use of resources is said to be
made at the server-side. Besides, it also assists in
re-evaluating the resource optimization for changing
conditions based on the changes of user requests.
Due to this, the response overhead is found to be
comparatively lesser using the PL-DRA method by
15% compared to [1] and 28% compared to [2]
respectively.

5.3. Scenario 3: Energy consumption

One of the most significant issues faced in the
mobile cloud computing environment is the optimiza-
tion of energy utilization. Besides, servers consume
a major proportion of energy in MCC environ-
ments and hence their energy consumption varies
correspondingly with their utilization. This energy
consumption also differs from the computation type
taking place on the mobile cloud server e.g., data
retrieval and data processing. Hence, the energy con-
sumption is measured as given below.

ET =
n∑

i=1

MCUi

∗ [
EStorage + EComputation + ECommunication

]
(12)

From the above equation (11), the total energy
consumption ‘ET ’, is the summation of the
energy consumption of storage resources ‘EStorage’,
the energy consumption of computation resources
‘EComputation’ and the energy consumption of com-
munication resources ‘ECommunication’ respectively.
It is measured in terms of joules ‘J’. Table 2 is pro-
vided to compare the energy being consumed while
the data is assigned to the corresponding user. The
table shows the energy consumption rate for the
state-of-the-art methods, Elasticity Debt Analytics
[1], RRA [2], and the PL-DRA method. From Table 2
that the energy consumption is significantly less when
compared to [1] and [2].

To evaluate the optimization model proposed by
us in terms of energy consumption, the energy con-
sumed is compared to the results simulated. It is
inferred that the energy consumption is not propor-
tionately in the increasing trend. This is because
of the reason that with the requirement of users’
requests, the utilization of the resources also changes.
Hence, the proportionate increase in terms of energy
consumption requests based on Stochastic Gradi-
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Table 2
Comparison of the energy consumption for optimal resource

allocation

Number of Energy consumption (J)
mobile PL-DRA Elasticity Debt RRA
cloud users Analytics

50 4.920 6.750 8.475
100 6.245 9.425 10.725
150 8.885 10.165 13.655
200 9.385 12.560 15.985
255 10.375 14.755 18.425
300 11.365 15.825 20.825
350 12.475 17.655 23.995
400 12.925 19.565 25.725
450 13.565 21.465 28.855
500 14.725 24.875 30.535

ent Learning, continuous mappings among input and
output units is learned via a deep neural network.
However, in [1] though energy consumed in resource
scheduling was focused via the Nash equilibrium
approach, a tradeoff between energy consumption
and overhead was observed and in [2] energy con-
sumption between cloud and mobile devices was not
focused. With this, the energy does not arrive. Simula-
tions conducted with the application of the Fine-tune
consumption are found to be significantly reduced
using the PL-DRA method by 29% compared to [1]
and 45% compared to [2] respectively.

6. Conclusion

In this article, the main focus remains in the optimal
allocation of resources (i.e. bandwidth and memory)
in MCC on the cloud side whenever placed with the
user request of certain data or information from the
user. We use Poisson Distributed Resource Queuing
to narrate the collective impact of arrival rate and
service rate of the incoming requests on the users’
data or information provisioning. We have carried
out the distributed resource controller as a multi-
threaded request where each controller is run by
one thread in counterpart with other controllers. Fur-
thermore, a robust Linear Gradient Deep Resource
Allocation algorithm is proposed. With the advantage
of self-learning and high perception ability, optimal
resource allocation is ensured. Therefore reducing
time and overhead of user requests on certain data
or information based on a deep network platform.
Next, the energy being consumed for allocating the
users’ request is also said to be reduced via Stochastic
Gradient Learning. The comprehensive evaluations
show that the PL-DRA method performs significant

resource allocation by reducing the response time,
overhead, and energy consumption.
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