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Abstract

The early detection of tumor is necessary to save a number of lives. In women,

the temperature of the affected area of the tumor is warmer than the unaf-

fected area; therefore the thermography technique can be used to capture the

cancerous breast images with a thermal infrared by identifying the tempera-

ture difference between them. Color enhancement of the captured breast

image is an important consideration for early detection of tumor at this stage.

Therefore, in this paper, we propose a self-adaptive gray level histogram equal-

ization approach to enhance the color of the IR image for early detection of

the tumor. This approach does not require any manual feeding of parameters

toward images. The final classification of tumorous and non-tumorous breast

images can obtain through certain procedures, which includes, image acquisi-

tion, pre-processing, segmentation, feature extraction and classification. This

paper emphasizes the support vector machine (SVM) technique to classify the

tumor IR thermography images. The proposed approach is implemented in

MATLAB and the experimental results shows an outstanding color enhance-

ment of IR images and better classification compared to other existing methods

such as CLAHE, BIi-histogram equalization and adaptive histogram equaliza-

tion. The performance was evaluated by using evaluation metrics such as sen-

sitivity, accuracy, and specificity of thermography breast image by the SVM

classifier adapted with various color enhancement approaches are found to be

91.6%, 90%, and 87.5%. This approach helps in medical field for early diagnosis

with high reliability.
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1 | INTRODUCTION

Nowadays the breast tumor (Cancer) rate is high among
women. According to the World Health organization
(WHO), 1.2 million women are affected by breast tumor
and 7 lakhs women die each year.1 Breast tumor is

genetic in nature and its possibility grows with age.2 The
increase in death rate is mostly due to the lack of aware-
ness.3 The diagnosis of this disease can be done by the
internal image of the affected area of the tumor and it is
commonly done by X-ray mammography, ultrasound,
MRI screening.4 This mammography approach will
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enhance the tumor growth by 2% during every examina-
tion due to electromagnetic radiations.5 During the ultra-
sound screening process, the image of the tumorous
region can be seen on a computer screen and can be
treated by using a needle to operate normal and cancer-
ous cells.6 Tumor size can be detected by MRI screening
procedure. Recently IR thermography-based painless
detection strategy is used to detect the tumor in the
breast area and it is less expensive than the above
approaches.7 This method of screening captures the
images using IR cameras and works on the basis of its
metabolic heat and the temperature of the tumor area
based on the blood perfusion rate of the tissues.8

When analyzing this IR medical image for diagnosis,
there may be a lack of quality due to its color and other
specific conditions make it hard for the early detection of
disease.9 Nowadays, color enhancements of the IR
images become a challenging task. Among all popular
available techniques for color enhancement, histogram
equalization plays a major role due to the simplicity and
performance of images.10,11 But at gray level equalization,
the histogram approach may not perform well in manag-
ing color and brightness due to the application of the
device.12 In order to overcome this problem, some tech-
niques like Bi-histogram equalization, multi-histogram
equalization, dynamic histogram equalization and some
other optimization approaches have been introduced by
research scholars. It also has a drawback of remapping
image peaks; time consumption and change of brightness
are equal.13 Therefore, a flat histogram approach with
brightness preservation is introduced in Reference 14 but
this technique will provide a low contrast image while
we have a much lower or higher average brightness
value. Later heuristic based optimization approaches
have been considered for image color enhancement,
which may work better in optimization, but it requires
manual tuning of the parameters.15

Therefore, in this paper, we intend to propose a self-
adaptive gray level histogram equalization based color
enhancement in infrared thermography breast images for
early detection of tumor. Here the color brightness of the
image is achieved through power law transformation
approach. The features are extracted using discrete wave-
let transform (DWT), gray level co-occurrence matrix
(GLCM), and principle component analysis (PCA).

DWT is a linear transformation where mammography
image information is divided into detailed and approxi-
mation parts. These parts can be achieved by
implementing the high pass and low pass filters on mam-
mogram respectively. PCA is used for feature space
dimensionality reduction, that is, principal components
(PCs) are sufficient to classify the mammograms.16 DWT
provides better brightness of the image, GLCM provides

information about GLCM pixels and PCA approach will
reduce the dimension and complexity in extracting the
features. Finally, for classifying the tumorous and non-
tumorous images SVM17,18classifier is used. The rest of
the paper is summarized as follows: Section 2 provides
various recent research works on contrast enhancement
and tumor detection. Section 3 provides a detailed study
of our proposed methodology and Section 4 delineates
the implementation and analysis of the suggested
approach and finally Section 5 concludes the paper with
its future direction.

2 | LITERATURE REVIEW

Various investigation works have earlier existed at bibli-
ography that relied on color or contrast enhancement of
IR thermogram images and early detection of cancer
tumor has been presented. Table 1 delineates the brief
description on concerned papers under literature survey.

Marin et al.19 presented a device based on contact
thermography related to the detection and localization of
breast cancer in the early stages of disease. To achieve a
difference and normalized fields on the breast surface
they used two temperature sensor arrays, a junction
diode array and NTC sensor array so that they could
identify the presence of tumor based on distractions. In
addition, they used a penne's equation to solve the
inverse temperature field problem when the tumor was
detected. Finally, the obtained data has been seen clearly
through a specially designed GUI which showed the
uniqueness of their research work.

Roy et al.20 proposed a breast cancer detection
approach by combining the mammography and thermog-
raphy based on the fractal features of abnormal regions
of the breast. Their combined fractal approach analyzed
using the mini-MIAS mammogram dataset has achieved
the prediction accuracy of about 95.94% and seemed to
be the most efficient with texture features 79.31% and
78.94% detected the affected breast region.

Singh et al.,21 presented a review of image acquisition
protocols, segmentation techniques, feature extraction
and classification methods were used in breast thermog-
raphy at recent years. The comprehensive survey empha-
sized the improved accuracy of the breast thermograph.
The use of machine learning techniques to properly clas-
sify breast thermogram was studied. In thermographic
diagnosis, the numerical simulation can be used as a sup-
port tool to resolve high false positive levels.

Dhal et al.22 have proposed a nature-inspired optimiz-
ing algorithms (NIOAs) used for multi-threshold prob-
lem. Multi-thresholding was one of the most important
image segmentation techniques in image processing.
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Thresholding is considered as a pixel classification prob-
lem. There were two types of thresholding models such
as bi-level and multi-thresholding. Nature-inspired opti-
mization algorithms (NIOAs) were used to solve complex
optimization problems.22,23

Chakraborty et al.24 have proposed a computer-aided
detection (CAD) method for automatic detection of
masses in mammograms.25 This approach used a multi-
level threshold method to regional growth and false posi-
tives in 3D imaging, and also presented the process of
detection and segmentation in image processing, where
the threshold followed an iterative model to reduce the
intensity of mass region development and the intensity of
mass region gradually decreases.26

Raghavendra et al.27 analyzed a computer-aided diag-
nostic system based on thermogram developed for the
detection and breast cancer examination. They discussed
the quantitative and qualitative quality of machine-based
learning approaches, including segmentation-based
methods and extraction-based functionality, dimensional-
ity reduction, and various classification schemes proposed
by various researchers. They also suggested future direc-
tions for further improvement in current approaches.

Diaz-Cortes et al.27 proposed a thermographic image
segmentation technique that took into account of pixel
spatial information of the image. This method used a
new technique of optimization called the dragonfly algo-
rithm to calculate the best thresholds for image segmen-
tation. The results of the experiment showed the good
performance of the proposal in many ways relative to
other methods. This approach helped in the medical field
for early diagnosis with high reliability.

Gonzalez-Hernandez et al.28 introduced a dynamic
infrared thermography strategy to improve the identifica-
tion of breast cancer and increasing false positive and
false negative rates. The research examined the various
methodologies of dynamic infrared thermography, their
strengths, limitations and future growth opportunities.
This paper also deals with the recent progress, recom-
mendations and potential directions for the future field
of dynamic infrared thermography to improve the detec-
tion efficiency.

Tan et al.29 proposed an advanced adaptive and sim-
ple algorithm for improving the dark medical image. Per-
formance was evaluated primarily on the basis of
adaptive gamma correction using discrete wavelet trans-
formation with decomposition of singular value
(DWTSVD), the performance evaluation had been done.
They proposed a contrast enhancement algorithm. It was
based on adaptive gamma correction utilizing discrete
wavelet transform with singular-value decomposition.
The performance of the algorithm had been evaluated on
different types of non-contrast CT clinical image.T
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Madhavi et al.30 have analyzed the effectiveness of
detecting breast cancer in the screening phase by com-
bining significant system features derived from multiple
vision thermogram. Regional structure features are
extracted for 32-normal and 31-abnormal features are
selected from DMR database. Using the t-test, the
reduced feature set is determined from the front, right-
lateral and left-lateral thermogram independently for
extracting the system features. The experimental results
show that 96% classification accuracy, 100% sensitivity,
and 92% specification are achieved using the LSSVM clas-
sifier that uses optimal hyper-parameters.

Devi et al.31 introduced a method of analyzing a
breast thermogram to detect breast abnormalities, includ-
ing cancer. This research work is mainly aimed at the
separated ROI, which shows a significant increase in
temperature compared to the interactions with neighbor-
ing regions and breast thermogram. They have analyzed
the heat patterns of the symmetry and the asymmetry
analysis helps to detect abnormalities.

Abdel-Nasser et al.32 proposed a new method to
model temperature changes in normal and abnormal
breasts using a representative learning technique known
as learning-to-rank and system analysis methods. This
method generates a compacter presentation of the infra-
red images of each sequence, which is then exploited to
differentiate between normal and cancerous cases. The
experimental result shows that the proposed method
achieved a high accuracy of 98.9% compared to other
methods.

Jeyanathan et al.33 analyzed the efficiency of breast
thermogram in lateral views. In order to classify the nor-
mal and abnormal breast thermogram, the features were
analyzed by using an independent t test to decide if lat-
eral view breast thermogram has any effect on the classi-
fication accuracy. The overall classification result shows
the lateral view thermogram to exhibit higher accuracy
rate as compared to the front view. In lateral vision anal-
ysis, the accuracy rate due to the Ada Boost algorithm
was increased to 91% in lateral view, which was reduced
to 83% in front view.

3 | PROPOSED METHODOLOGY

Breast cancer (tumor) is one of the deadliest diseases
found among women nowadays; it can be cured majorly
at the early stage of disease. Here in this paper, we put an
effort to enhance the contrast (color) of the thermogra-
phy image to support the disease diagonalization at the
early stage. Initially the captured IR images have been
enhanced by using the self-adaptive gray level histogram
equalization approach. This approach will efficiently

enhance the color of the image and provides the quality
images for further feature extraction by DWT and GLCM.
Finally, the SVM classifier is used to classify normal and
abnormal thermography breast images. This suggested
approach will provide better guidance for breast cancer
detection based on observable and qualitative tests mea-
sured from the thermography IR images of the breast.

3.1 | Breast thermography

Breast thermography is the process of measuring the
inner breast surface temperature by means of an infrared
camera in order to differentiate the tumorous and non-
tumorous region. In addition, by knowing the blood per-
fusion and metabolic activity in tumorous and non-
tumorous region, we can able to identify the fastest grow-
ing and slow growing tumors. This approach is trending
for early detection of tumor due to its advantages like less
cost, contactless, non-invasive, painless when compared
to mammography screening approach.

Figure 1 shows the tumorous and non-tumorous
women breast images,21 the tumor can be found in any
part of the breast. This breast thermography is a radiation
free process and inexpensive. During this process, for about
15 minutes the patient will be endured in a room tempera-
ture of about 18�C–25�C. The temperature level of the
tumorous region will be higher than the normal region,
therefore the IR signal is transferred and the heat map of
the breast is given to us and the surrounding tissues are
digitalized and saved in the system, which helps in early
detection of the disease. A diagnostic screening technique's
sensitivity is a measure of the rate at which a tumor is
detected. The higher sensitivity, the higher chance of a
tumor will be found in a person. According to planks34 the
temperature of the breast emits can be calculated based on
IR radiation intensity, which is given in Equation (1).

I ω,Tð Þ= 2πhc2

σ2
e

hc
ikT− 1

� �
−1 ð1Þ

where I is the intensity of radiation, ω is the wavelength,
T is the temperature, h is the Planck constant, c is the
speed of light in vacuum, and k is the Boltzmann
constant.

The emitted IR radiation can be evaluated by using
the Stefan Boltzman equation in (2),

E=�σT4 ð2Þ

where E is the total emissive power (W/m2), σ is the Ste-
fan Boltzmann's constant (5.676 × 10−8), T is the absolute
temperature.

ARUL EDWIN RAJ ET AL. 5



The skin emission is 0.989 ± 0.01 self-reliantly to its
color; lower the sensitivity greater detection of tempera-
ture variation while capturing the thermal images. Here,
in order to obtain a quality thermography image for bet-
ter and sooner diagnostician of disease color enhance-
ment is necessary. In thermogram image red, orange,
and yellow colors represents the warmer region of
breast, that is, presence of tumor and purple, dark blue
or black represents the normal region.35 Therefore, the
color enhancement of the thermography images plays a
crucial role while diagnosing and upcoming
section describes the following enhancement algorithm
in detail.

3.2 | Preliminaries

3.2.1 | Histogram equalization

It is an elegant and efficient approach in image color
enhancement and it is mainly analyzed in terms of prob-
ability, cumulative and transfer function. The IR image
captured by the camera is represented as,

Y =Y i, jð Þ ð3Þ

The gray level discrete component of the image is rep-
resented as,

L= Y 0,Y 1,……:YLf g ð4Þ

The PDF (probability distributive function) is repre-
sented as in equation.

P Ykð Þ= nk

n
for k=0,1,………,L−1 ð5Þ

where nk is the occurrence of the gray level k in the
image, and L is the total number of gray levels in the
image and n is the total number of pixels in the images.

The CDF (cumulative distributive function) is repre-
sented as in equation,

C Ykð Þ=
Xk
n=0

P Ykð Þ ð6Þ

The TF (transfer function) is represented as F(Y) and
it is based on the cumulative distributive function of the
system36 and the final color enhanced image is represen-
ted as,

X = f Yð Þ ð7Þ

3.2.2 | Bi-histogram equalization

The captured IR image is subdivided into two sections by
separating the mean gray level as YL and Yu in each sub-
divided section is termed as Bi-histogram equalization,
which is represented as in equation.

Y =YL[YU andYm� Y 0 +Y 1 +…+YL−1f g ð8Þ

where Ym is the mean value
The PDF of this subdivided images can be represented

as,

PL YKð Þ= nkL
nL

where K =0,1…,m ð9Þ

PU YKð Þ= nkU
nU

where k=m+1,m+2,……,L−1 ð10Þ

FIGURE 1 Breast anatomy. A, Normal; B, tumorous [Color figure can be viewed at wileyonlinelibrary.com]
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where nL and nU are the total number of pixels in the
lower and upper histograms, respectively.

The CDF of the subdivided image can be represented as,

CL yð Þ=
Xk
n=0

PL Y j
� � ð11Þ

CU yð Þ=
Xk
n=0

PU Yj
� � ð12Þ

In Bi-histogram equalization also, TF is based on
CDF37 and the final color enhanced image can be repre-
sented as,

X =X i, jð Þ ð13Þ

where (i, j) are the spatial coordinates of the pixel in the
image.

3.2.3 | Adaptive histogram
equalization (AHE)

This is an image processing approach, which plays a cru-
cial role in image contrast enhancement by the number
of histograms instead of single ordinary histogram equali-
zation. Here, the histogram is evaluated from a distinct
section of the image to reschedule the lightness values of
the image to full scale. This AHE bring out the image
darkest portion details for more improvement while
enhancing the image contrast, since there is a problem of
significant production of noise.

When intensity level x (i, j) of the center pixel of
window W has no image detail, the condition for the
adaptive adjustment process of k: k ! 0; otherwise,
k ! larger value. K can be expressed as the intensity
level variance of the window W neighborhood, which is
described as.

k= k0 σ2 i, jð Þ� �
= σ2 n
� �

−1
� � ð14Þ

where σ2 (i, j), σ2 n is the intensity level, variance of win-
dow W and the noise variance of whole image intensity
level, respectively. k0 is the proportional.38

3.2.4 | Contrast limited adaptive
histogram equalization (CLAHE)

The noise over amplification problem by the AHE can be
disabled by clipping before the cumulative distributive

function evaluation is termed as contrast limited adaptive
histogram equalization (CLAHE). Here, the original
M × N input image is divided into many non-overlapping
contextual regions. The flowchart for CLAHE is given in
Figure 2.

In order to enhance the color of the image, the inten-
sity value of the image have to be enhanced here by
means of Raleigh transform39 which is represented as in
Equation (15),

FIGURE 2 Flow chart for CLAHE [Color figure can be

viewed at wileyonlinelibrary.com]
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Z ið Þ=Zmin +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2β2lnð 1

1−Pinput ið Þ

s
Þ ð15Þ

where Zmin is the lower bound of the pixel value and β is
the scaling parameter of Rayleigh distribution.

3.2.5 | Asymmetry analysis

The features derived from the testing images, the exis-
tence of asymmetry is decided by calculating the ratio of
the feature from left and right segment. The closer value
to 1, the more correlated features or the less asymmetric
segments.

3.2.6 | Modified histogram equalization

Consider that the thermography image captured by the
IR camera be I = {I(I,j)j1 ≤ i ≤ M, 1 ≤ j ≤ N with the size
of about M × N pixels, in which the I(i, j) € R (0-255). The
IR image probability density function of normal histo-
gram equalization (HE) (Figure 3) can be evaluated by
using Equation (16),

P Kð Þ= nk
j
fork=0,1,2,……,L−1 ð16Þ

where nk is the pixel number with intensity k and J,

c kð Þ=
Xk
i=0

p ið Þ ð17Þ

where c(k) is the cumulative distribution function.
The gray level will be in 0, 1,…, L − 1 interval in

which the value of L is 255 for an image with 8 bits, the
transformation mapping T(k) for normal histogram
equalization can be obtained by multiplying c(k). The

transformation function T(k) can be evaluated by using
Equation (18),

T kð Þ= L−1ð Þc kð Þ+0:5½ �;2b =L ð18Þ

where b is the bit image, the probability occurrence of
kth gray level of image is directly proportional to trans-
formation function, which is represented as in
Equation (19),

ΔT kð Þ=T Kð Þ−T K−1ð Þffi L−1ð Þp kð Þ ð19Þ

The spikes and noise from the original histogram can
be removed by using the following modified histogram
equalization is given in Equation (20),

hmod ið Þ= p i cð Þ½ � ð20Þ

where p [ijC] is the probability occurrence of ith gray-
level, C is the horizontal contrast variation.

A default value of sis will be assigned to CAS and it
fits well for all image types. The hmod value must be nor-
malized to keep the value in between 0 and 1 based on
the pixels under consideration. The unique parameter to
weigh the hmod can be evaluated by using Equation (21),

h=whi + 1−wð Þu ð21Þ

where w is the weighing factor (0-1).
The uniform probability density function (u) can be

evaluated by using Equation (22),

u= ones
L,1
L

ð22Þ

The clipped histogram can be attained from hi can be
evaluated by using the equation,

hmodc kð Þ=
1
L
if hi kð Þ> 1

L

� �

hi kð Þif hi kð Þ≤ 1
L

� �
8>>><
>>>:

9>>>=
>>>;

ð23Þ

The measure of un-equalization can be evaluated by
using Equation (24),

Mu = sum u−hmodcð Þ ð24Þ

The value obtained from Equation (24) represents the
degree of images which omit to follow the uniform distri-
bution. The probability distribution function of the

FIGURE 3 Histogram equalization [Color figure can be

viewed at wileyonlinelibrary.com]
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modified histogram equalization can be evaluated by
using Equation (25).

hE = Muð Þhmod + 1−Muð Þu ð25Þ

The cumulative distributive function of the modified his-
togram equalization can be evaluated by using Equation (26),

CE kð Þ=
Xk
i=0

hSAGHE kð Þ ð26Þ

The transformation function of the proposed equali-
zation40 is given as in Equation (27),

Tmod kð Þ= L−1ð ÞCSAGHE kð Þ+0:5½ � ð27Þ

The output image of hmod can be represented as in
Equation (28),

IE = ISAGHE i, jð Þf g= T I i, jð Þð Þ8I i, jð Þ�If g ð28Þ

3.2.7 | Self-adaptive gray level histogram
equalization based on power law
transformation

The color of the histogram equalized modified image can
be enhanced by means of a power law transformation,
which is of the form,

s= rγ0< γ<1 ð29Þ

The average intensity of the self-adaptive factor after
the HE can be evaluated by using Equation (30),

γ=
log mean ISAGHEð Þð Þ

log 255ð Þ ð30Þ

The value of γ obtained by the above equation varies
from 0 to 1, for brighter image gets closer to “1” and for
darker images, “0.” Relative to dark image, this adaptive
correction is necessary for the bright color image.

Power law transformation is an image enhancement
technique which usually creates a better-looking image
by adjusting the intensity depending on gamma value.
The method adopted for the generation of multiple expo-
sure images is by varying the gamma value. The basic
equation of power law transformation is given by,

R=Dγ ð31Þ

where R is the output image, D is the input image, and γ
is the gamma value. Changing the gamma value gener-
ates different images have different exposures. Input
image is first converted into its HSV color space because
RGB color information is often more noisy than HSV
information. Power law transformation is applied to the
V-channel of the input image for generating the multiple
exposure images. The ideal value of gamma is assumed to
be one. But the variation in gamma value beyond a par-
ticular limit completely degrades the image. So in order
to prevent the degradation, the value of gamma should
be limited within a particular range. The gamma value
range is selected so that the entropy of multiple exposure
images is not less than a particular threshold value.

We propose a self-adaptive gray level histogram equali-
zation based on color enhancement without altering the
hue of any image pixels, because HUE is the crucial compo-
nent in maintaining the color of the thermography IR
image. By using Equation (20) the input images are evalu-
ated. The Histogram clipped images are evaluated using
Equation (23). Then measure the un-equalization values.
The changes in HUE affects the quality of the captured IR
image, therefore the saturation and HSV image value is
processed and power law transformation is applied to the
hue component if needed with the marginal γ value. Then
HE is modified by applying Equation (28) and T mod is
evaluated. Finally get the color HE image. This approach
will simplify the past gray scale image enhancement to color
image and the gamut problem can be overwhelmed by
removing the power law transformation (γ = 0) if necessary.

The probability of occurrence of gray level ra in an
image V is,

PV rað Þ= na
n

a=0,1,2,3,…,L−1 ð32Þ

where n is the total number of pixels in the image, na is
the number of pixels that have gray level ra, L is the total
number of possible gray levels in the image, PV ((ra) vs ra
is called a histogram.

The cumulative distribution function corresponding
to PV (ra) is represented as in equation,33

SV =T rað Þ=
Xa
j=0

PV rj
� �

a=0,1,2,…,L−1 ð33Þ

Consider the gray scale image of the input RGB image
is Y (reference image). Its probability distributed function
is represented as in Equation (34),

PY rbð Þ= nb

n
b=0,1,2,3,…,L−1 ð34Þ
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The cumulative distribution function corresponding
to PY (rb) is represented as in Equation (35),

SY =T rbð Þ=
Xb

i=0
PY rið Þb=0,1,2,…,L−1 ð35Þ

Each gray level (ra) in V is equalized to gray level (rb)
in Y is represented as in Equation (36).

Pv rað Þ= Py rbð Þ orr=G−1 Pv rið Þð Þ ð36Þ

Produce a new image {y}, from y = T (x) transform, by
Equation (27).

Pseudo code for SAGHE
Initially, the unnecessary portion of the IR image
is cropped and resized to a suitable size based on
the application
Converted RGB image to HSV image
Convert input RGB image to gray consider as a
reference image
Apply power law to the hue component if
necessary
Avoid the power-law by doing γ = 0
(Few images require power-law transformation
with marginal γ value)
if
Histogram equalization for S component
else
Probability and cumulative distributive function of
the value component of HSV image is evaluated
Formation of new image with flat histogram
Recombine HSV components
Finally, convert HSV to RGB for enhanced image
End

3.3 | Early detection of tumor in infrared
thermography breast images

Thermography is a technique of determining the average
temperature area of a body which includes the need for
an IR camera. An anomaly in breast surface temperature
may indicate a tumor's presence. Cancer cells have signif-
icantly higher metabolism in the early stages than
healthy cells. This, along with the actuality that the blood
vessels of the tumor are not yet developed, gives it high
power density and it produces more pressure on the sur-
face of the skin. Thermography has certain series of spe-
cific criteria must be followed to achieve accurate results
using IR thermography are described as follows.

3.3.1 | Image acquisition

The patient under the diagnostic process is asked to wait
in a temperature-controlled room for about 15 minutes,
so that, they will get relaxed and there is no tiredness and
metabolism rate is stable. The IR camera mounted on the
tripod with a laser pointing to the breast41 of the patient
is fixed appropriately. Based on the temperature variation
of the inner breast area, the camera will capture the ther-
mography breast image of the patient. For performance
evaluation, the available FLIR dataset42 of thermal image
has been used. A total of 40 thermography images of the
breast including 24 normal and 16 malignant is analyzed.

3.3.2 | Pre-processing

The IR image captured will be different size and in order
to locate tumorous region, the particular area should be
cropped to a pixel value based on the requirement and
the presence of noise while capturing the image will be
removed in this pre-processing.40 This gray scale pre-
processed thermography breast image will further use for
segmentation and feature extraction process.

3.3.3 | Segmentation

In this stage based on the Region of interest (ROI), the left
and right breast thermography image is segmented. In this
stage based on the Region of interest (ROI) segmentation;
the ROI was segmented from the input images. The seg-
mented ROI is enhanced using various methods such as
CLAHE, Bi-histogram equalization, adaptive histogram,
histogram equalization and proposed methods for normal
and malignant images separately. Using the ROI-based
segmentation; the left and right breast thermography
image will be segmented. In thermogram image red,
orange and yellow colors represent the warmest region of
the breast that is the presence of tumor: and purple, dark
blue or black represents the normal region. Therefore, the
color enhancement of the thermography images plays a
crucial role in the image segmentation.

3.3.4 | Feature extraction

In this stage, the spatial domain features such as contrast,
correlation, energy, homogeneity, mean, SD, entropy,
RMS, variance, smoothness, kurtosis, skewness, and IDM
were extracted based on the probability of finding a gray-
level pair at random distance and orientations over the
whole image, which is also known as gray-level co-
occurrence matrix (GLCM).
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3.3.5 | Classification

Support vector machine (SVM) is a classification machine
learning algorithm given an input infrared image, the
major task of this SVM classifier is to decide whether an
image is normal or malignant.

Figure 4 shows the clear image of the proposed ther-
mography breast image color enhancement approach,
Here, the region of interest (ROI) was segmented from
the input image; the segmented ROI is enhanced using
various enhanced methods such as CLAHE, Bi-histogram
equalization, adaptive histogram, histogram equalization
and proposed methods for both normal and malignant
images separately. About 13 statistical features were
extracted using four levels of discrete wavelet transform
(DWT). From the analysis, it is noticed that about seven
features have considerable variation between normal and
malignant images. The principle component analysis
(PCA) applied to the shortlisted seven features. Finally,
the classification task decides whether an image is nor-
mal or malignant. The statistical features, before input
into the SVM, might have gone through principle compo-
nent analysis (PCA). PCA is normally used when the fea-
ture set is very large or contains redundant features.41,28

Support vector machine (SVM) classifier was trained
using these shortlisted features, after enhancement it is
easy to fix the hyper-plane for classification.

4 | IMPLEMENTATION ANALYSIS

The evaluation of the proposed thermography breast image
color enhancement approach is implemented in MATLAB
and its performance is compared with the existing CLAHE,
Bi-histogram equalization and adaptive histogram equaliza-
tion. The thermogram of the person with cancer tumor is
considered as the abnormal thermogram and without
tumor is considered as the normal thermogram.

4.1 | Evaluation metrics

The performance is assessed by the metrics such as Sensi-
tivity, Accuracy, Specificity, FPR and TPR and it is
defined as in Equations (37)–(41).

4.1.1 | Sensitivity

Measures the proportion of positive cases which are cor-
rectly identified as positive,

Sensitivity =
TP

TP+FN
ð37Þ

4.1.2 | Accuracy

Percentage of correct classification,

Accuracy =
TP+TN

TP+TN +FP+FN
ð38Þ

4.1.3 | Specificity

Measures the proportion of negative cases which are cor-
rectly identified as negative,

Specificity =
TN

TN +FP
ð39Þ

The false positive rate is also called miss rate, which can
be calculated by,

FPR=
FP

FP+TN
ð40Þ

FIGURE 4 Proposed

thermography breast image

color enhancement and

classification [Color figure can

be viewed at

wileyonlinelibrary.com]
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4.1.4 | True positive rate (TPR)

The true positive rate is also called as sensitivity, which is
calculated as,

TPR=
TP

TP+FN
ð41Þ

where TP is true positive (malignant image), TN is true
negative (normal image), FP is false positive (normal
cases identified as abnormal) and FN is false negative
(abnormal cases identified as normal).

4.1.5 | Area under the curve (AUC)

It measures the quality of the model's predictions
irrespective of classification threshold is chosen. In our
proposed method area under the curve value = 0.981
(Figure 5).

4.2 | GLCM features

Gray-level co-occurrence matrix (GLCM) features such as
contrast, correlation, energy, homogeneity, mean, SD,
Entropy, RMS, variance, smoothness, kurtosis, skewness,
and IDM; they were extracted based on the probability of
finding a gray-level pair at a random distance and orien-
tations over the whole image.

4.2.1 | Mean

Mean is defined as the first statistical features and the
average color of the image. It can be determined by the
following formula,

Mean=
Xk−1

i=0

i:p ið Þ ð42Þ

4.2.2 | Variance

Variance is a measure of the dispersion of the values
around the mean.

Variance=
Xk−1

i=0

i−μð Þ2:p ið Þ ð43Þ

4.2.3 | SD

The SD is estimated by taking the square root of the vari-
ance in mean value.

SD=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk−1

i=0

i−μð Þ2:P ið Þ
vuut ð44Þ

4.2.4 | Skewness

Skewness helps to measure the degree of histogram
asymmetry around the mean.

Skewness= σ−3
Xk−1

i=0

i−μð Þ3:P ið Þ
"

ð45Þ

4.2.5 | Kurtosis

Kurtosis formula represents a measure of the sharpness
of histogram.

Kurtosis = σ−4
Xk−1

i=0

i−μð Þ4:P ið Þ
"

ð46Þ

4.2.6 | Entropy

Entropy shows the amount of image information that is
needed for image compression. Entropy measures the

FIGURE 5 AUC value of our proposed system [Color figure

can be viewed at wileyonlinelibrary.com]
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information loss and also measures the image
information.

Entropy= −
Xk−1

i=0

P ið Þ:log2 P ið Þ½ �
"

ð47Þ

4.2.7 | Contrast

It is the measure of local intensity variation and how the
gray levels vary with the image and to extent their distri-
bution is biased to black or white.

Contrast =
XL−1

p=0

P2
XK
i=1

XK
j=1

p m,nð Þ
( )

, m,nj j= p ð48Þ

where p (i, j) is the intensity value of the pixel at the
point (i, j) and m, n is the size of the image.

4.2.8 | Energy

Energy is a measure of local homogeneity and therefore
it represents the opposite of the entropy.

Energy =
XK−1

i=0

XK−1

j=0

P i, jð Þf g2 ð49Þ

4.2.9 | Dissimilarity

The dissimilarity measure is robustly related to high spa-
tial frequencies in the texture of a breast ROI image.

Dissimilarity =
XK−1

i=0

XK−1

j=0

i− jj j:P i, jð Þ ð50Þ

4.2.10 | Correlation

It is the measure of the relationship among the pixels. It
calculates the extent to which a pixel is correlated to its
neighbors.

correlation=
XK−1

i=0

XK−1

j=0

i− jj j:P i, jð Þ−μxμy=σxσy ð51Þ

where p(i, j) is the intensity value of the pixel at the
point (i, j). μx and μy means and SDs of the marginal dis-
tributions associated with p(i, j).

4.2.11 | Homogeneity

It calculates how closely the elements of GLCM are dis-
tributed to the GLCM of nodule of interest.

Homogeneity =
e−k l x,yð Þ− l i,jð Þð Þ2Pm

i=1

Pn
j=1 e

−k l x,yð Þ− l i,jð Þð Þ2 ð52Þ

4.2.12 | Smoothness

The degree of asymmetry of a pixel distribution in the
given image size p × q around the mean is expressed
using the characteristics called as smoothness.

Smoothness =
X

1≤ k≤ng

wk

X
p,qð Þ�Nk

Xc
p−Xc

q

			 			
0
@

1
A ð53Þ

4.2.13 | IDM

It is used to measure of local homogeneity.

Inverse DifferenceMoment IDMð Þ=
Xk−1

i=0

Xk−1

j=0

1

1+ 1− jð Þ2P i, jð Þ

ð54Þ

4.2.14 | RMS

It is used to see variation of image from its mean value.

RMS=
1
N

XN
i=1

wi x,y, tð Þð Þ2
" #1

2

ð55Þ

For performance evaluation, the available FLIR
dataset37 of thermal imaging has been used. A total of
40 thermography images of the breast including 24 nor-
mal and 16 malignant is analyzed. Thirteen statistical
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features were extracted based on GLCM, PCA and seven
features were found to be statistically significant. Each
statistical feature value was calculated as the average
values obtained from four GLC matrices with one dis-
tance d = 1 pixel. The classifiers employed in this
research are SVM, which is trained by a feature vector
and tested. Using this technique, we used 30 images for
training and remaining for testing.31-32 This is then
repeated for different enhancement techniques.

In Figure 6 explains the contrast comparison of input
and proposed methods. These images clearly show the
contrast of the proposed method is more efficient than
previously used methods. The contrast of the proposed
method in normal left is 0.2255 against the input image
contrast of normal left 0.2175. Contrast of malignant
right using adaptive method is 0.2205, Bi-histogram
equalization is 0.2251 and CLAHE is 0.1892 against the
contrast of input image 0.1725.

Figure 7 shows the correlation comparison of input
and proposed method. In the first image, the correlation
value of proposed method is 0.0908 against the correla-
tion value of input image 0.09654. Second image, the cor-
relation values using adaptive technology is 0.0975, Bi-
histogram equalization is 0.0912 and CLAHE is 0.0989

FIGURE 6 Contrast comparison of input and proposed

methods [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 7 Correlation comparison of input and proposed

methods [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 8 Mean comparison of input and proposed methods

[Color figure can be viewed at wileyonlinelibrary.com]
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against correlation of input image 0.1352. It clearly shows
that correlation using the proposed method is better than
the previously proposed methods.

In Figure 8 explains the mean comparison of input
and proposed methods. Compare these two images it

FIGURE 9 Entropy comparison of input and proposed

methods [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 10 Energy comparison of input and proposed

methods [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 11 Smoothness comparison of input and proposed

methods [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 12 IDM comparison of input and proposed methods

[Color figure can be viewed at wileyonlinelibrary.com]
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clearly shows that mean value using the proposed
method 0.0023 against input image 0.0022. Second image
shows the mean value of previously proposed methods.
When we compare these two images the mean value
using proposed method is accurate than the previously
proposed methods.

In Figure 9, the entropy comparison of input and pro-
posed method is shown. The entropy using the proposed
method is 3.4373 against the input image 3.4514. The sec-
ond image also shows the entropy value of different
methods. From these two images we clearly understand
the entropy value of different methods.

In Figure 10 shows the energy comparison of input
and proposed methods. From the first figure the Energy
value of input images is 0.7843 and proposed method is

0.7588. From the second image also shows the energy
value of an image using different methods. From these
two images we clearly understand the energy value of dif-
ferent methods.

In Figure 11 shows the smoothness comparison of
input and proposed methods. From first image the
smoothness of the input image is 0.9186 and proposed
method is 0.8462. From the second image also shows the
smoothness of the image in different methods. From
these two images we clearly understand the smoothness
value of different methods.

In Figure 12 shows the IDM comparison of input and
proposed methods. From first image the IDM of input
image is 1.2096 and proposed method is 0.2402. From the
second image also shows the IDM of images in different

TABLE 3 Enhancement of the normal and malignant image using Bi-histogram equalization, adaptive histogram and proposed method

[Colour figure can be viewed at wileyonlinelibrary.com]

Input

Bi-histogram equalization Adaptive histogram Proposed

Right Left Right Left Right Left

Normal 1

Normal 2

Malignant 1

Malignant 2

TABLE 2 Normal and malignant

of input image, cropped ROI and CLAE

enhanced [Colour figure can be viewed

at wileyonlinelibrary.com]

Input image

Cropped input image CLAHE

Right Left Right Left

Normal 1

Normal 2

Malignant 1

Malignant 2
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methods. From these two images we clearly understand
the IDM value of different methods.

In this paper, the enhancement techniques such as
HE, CLAHE, AHE, BHE, and proposed approach are
compared and it is depicted in Tables 2-5 and Fig-
ures 6-12. The existing color enhancement methods
consequently change the quality of the image and our
proposed power law transformation-based approach
has an improved image quality with color enhance-
ment for an easy and early detection of tumor. Tables 4
and 5, clearly depict the 13 statistical features were
extracted using 4 levels of discrete wavelet transform
(DWT) and have considerable variation between nor-
mal and malignant images. Based on the detailed per-
formance evaluation of features of the proposed and
the existing approaches were shown in Figures 6-12
and it is clearly evident that our proposed self-adaptive
gray level histogram equalization technique achieves
the best contrast enhancement for thermography
images.

The results of the asymmetry analysis are compared and
illustrated in Tables 6 and 7, it shows that, based on the given
input images the normal and the malignant breast images
identified as TP, TN, FP and FN values achieved through
SVM classifier adapted with the various color enhancement
approaches is tabulated. Similarly, by considering the metrics
such as Sensitivity, Accuracy and Specificity of the thermog-
raphy breast image by the SVM classifier adapted with the
various color enhancement approaches are found to be
91.6%, 90%, and 87.5%. From the above comparative analysis,
it is understood that the features were more accurately

distinguishable after the enhancement by the proposed
method, which improve the performance of the SVM
classifier.

5 | CONCLUSION

In this work we have highlighted the necessity for the
pre-processing techniques, the feature extraction tech-
niques and color image enhancement techniques in
IR image for an early detection of tumor. A Self Adap-
tive gray level Histogram equalization-based color
enhancement algorithm is used in this work to
improve the contrast of the input image which
ensures the success of the consequent process. Then,
the GLCM feature extraction technique is used to
extract the features and a four-level DWT is applied to
select the feature values that are different enough for
several types, which helps the SVM based classifier
system to identify the presence of cancerous tumor
with high accuracy. The given input image for analy-
sis is classified as normal or malignant by the classi-
fier. The results displayed have validated the objective
of this work. In future, we can extend the work based
on multi-level classification by analyzing the degree
of malignancy. Also, it classifies the given input as
normal, benign and malignant, and improves the
early detection of breast cancer.

CONFLICT OF INTEREST
Authors declare that they have no conflict of interest.

TABLE 6 SVM classifier output

Various enhancement method

Normal Malignant

TP TN FP FNLeft Right Left Right

Input image 6 6 4 4 7 6 2 5

Adaptive histogram 2 2 2 2 9 7 1 3

Bi-histogram equalization 2 2 2 2 8 6 2 4

CLAHE 2 2 2 2 9 6 2 3

Proposed algorithm 6 6 4 4 11 7 1 1

TABLE 7 SVM classifier analyzing

factors
Various enhancement method Sensitivity (%) Accuracy (%) Specificity (%)

Adaptive histogram 75 80 87.5

Bi-histogram equalization 66.6 70 75

CLAHE 75 75 75

Proposed algorithm 91.6 90 87.5
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