
Contents lists available at ScienceDirect

Physica B: Condensed Matter

journal homepage: www.elsevier.com/locate/physb

Analysis of oxygen bonding with metals of different oxidation states from
experimental charge density distribution

K. Sujathaa,b, S. Israelb,∗, C. Anzlinea,b, K.S. Syed Alic, R.A.J.R. Sheebad, P. Richard Rajkumarb

aMother Teresa Women's University, Kodaikanal, 624 102, Tamil Nadu, India
bDepartment of Physics, The American College, Madurai, 625 002, India
c Department of Science, Harmony Science Academy, Dallas, TX 75243, USA
dDepartment of Physics, The Madura College, Madurai, 625 011, India

A R T I C L E I N F O

Keywords:
Charge density
Multipole model
MEM model
Bond critical points
Intermediate interactions
Strong correlation induced interactions

A B S T R A C T

Oxygen bonding with metals of different oxidation state of metal cations, ranging from +1 to +6 have been
thoroughly analysed using experimental charge density distribution evolved from X-ray diffraction experiments
using multipole and MEM models of charge density. Oxygen atoms enacting different bonding characteristics at
different symmetries are well defined in the course of study of the (3,-1) bond critical points. In case of low
oxidation state of metal cations, as viewed in SrO and ZnO, ionic interactions are pronounced. As the oxidation
on metals ascend, combinations of intermediate, polar covalent and eventually strong correlation induced in-
teractions are evidenced.

1. Introduction

Nature has blessed the scientific community with a vast range of
functional and exotic oxides, with fascinating physical, chemical, me-
chanical, optical, electrical and electronic properties, which could be
considered as potential candidates for many brilliant applications such
as heterogeneous catalysts, transparent conductors, gemstones, fuel
cells, smart sensors and display devices to name just a few [1–7]. Lit-
erally, oxides are binary compounds that contain at least one oxygen
atom and one other element in its chemical formula. Since oxygen is the
second highest electronegative element [8], this ligand has the ability
to form stable chemical compounds with almost all elements in the
periodic table to give the corresponding oxides. For the convenience of
understanding the electronic structures and the phenomenal and wide
range of properties of binary oxides, a useful distinction between the
oxides, in which the cation valence orbitals are of s or p character, viz
Non-transition metal oxides and those in which the cation valence or-
bitals have d symmetry, viz Transition metal oxides, exist. The non-
transition metal oxides are further classified as Pre-transition metal
oxides and Post-transition metal oxides. Both the alkali metal oxides
and the alkaline earth oxides constitute the pre-transition metal oxides
[9,10].

As a matter of fact, almost all the properties of the materials are
driven mainly by its bonding motifs [11]. Linus Pauling in 1929 [12],
introduced two parameters, viz, bond ionicity and bond strength for the

purpose of categorizing bonds in solid state. Later, the scale of elec-
tronegativity, introduced by Pauling, has become the most widely used
parameter to differentiate the ionic and covalent bonds in solids [8].
The concept is that, as the electronegativity difference Δ, between the
cation and anion increases, the ionic character of the bond also in-
creases. Based on Pauling's electronegativity scale, several researchers
(Mulliken [13,14], Allred and Rochow [15], Allred [16], Sanderson
[17,18], Allen [19], Hohenberg and Kohn [20], Parr and Weitao Yang
[21]) have developed various commonly used experimental and theo-
retical scales. Despite an adequate number of the concepts and para-
meters reported, two opposite views coexist between the researchers in
rationalizing the bonding characteristics of binary oxides. One is that,
the arguments based on the electron affinity scales and acidity scales
could be extended to binary oxides and is shown to be energetically
favourable for the purpose, e.g., Lenglet [22] and Duffy [23]. Other
arguments, in contrast, controversially conclude that these parameters
are less useful for the description of bonding motifs in oxides, since it
exhibit ionic-covalent character of interatomic interaction. Con-
comitant with this view, Idriss et al. [24] have emphasized the para-
meter, chemical hardness and Andrzej Stoklosa [25] has emphasized
molar volume for relating the properties of the binary oxides and hence
to predict the trend of bonding character in iono-covalent oxides. Even
though this dispute continues, almost all the studies on oxides reported
in literature have stressed certain common points. That is, the most
important concept of oxidation state, and also the position of the metal
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cation in the periodic table, matter the bonding principles of binary
oxides [1,2,25–28].

The desire of oxygen ions in crystal structure to achieve a closed
shell 2s22p6 electronic configuration, tend them to form as O2− anions,
and thus they exist in an oxidation state of −2 in all metal oxides ex-
cept peroxides and superoxides [10,23]. In general, the oxidation state
of cations in binary oxides ranges from +1 to +8. In case of pre
transition metal oxides, the cations in alkali metal oxides exist in +1
oxidation state and those in alkaline earth oxides exist in +2 oxidation
state. Numerous theoretical and experimental works have outlined that
the bonding in M2O and MO oxides are predominantly ionic [10,26,28].
In case of post-transition metal oxides, the most important Binary Metal
Oxides (BMOs) can have +3 valence. But exceptions are there, for
example Zn ion exists in +2 valence state and Sn ion can have either a
+2 or +4 valence [10,23]. According to Victor E. Henrich et al. [9],
compared with alkaline earth oxides, the post-transition metal oxides
exhibit a low ionic character of bonding, perhaps it exhibit covalent
character of bonding [10]. The most striking feature of Binary Transi-
tion Metal Oxides (BTMOs) is that the cations can have a variety of
stable oxidation states. One such example is manganese which has
stable valence states of +2, +3, +4, +6 and + 7 [10,29]. Regarding
these BTMOs, Victor E. Henrich et al. [10] predict a covalent type of
bonding, but conversely, S.K.Deb [6] predicts an ionic type of bonding.
In addition to this, a few literature predict an iono-covalent type of
bonding [22,25,28]. In spite of all these data, some works have re-
ported that the bonding in BMOs and BTMOs can vary from ionic to
covalent [5,27]. These reports underline the need to document the
degree of ionicity and the extent of covalence mixing in metal oxides.

Charge density is a versatile tool which has the ability to do an
obvious work of providing an analytical description of the electronic
structures, properties, chemical bonding and the correlations between
them, in a compound. As a consequence, Israel et al. [30] have un-
dergone a charge density study in some of the pre-transition metal
oxides and arrived at a complete analysis of the strength of ionicity in
bonding between the metal and oxygen atoms. With these motivations,
we have embarked on an experimental charge density study of the
structural and bonding properties of some transition and later transition
metal oxides at different oxidation states of metals viz, (i) ZnO, for +2
oxidation state of metal, (ii) Al2O3, for +3 oxidation state of metal, (iii)
ZrO2, for +4 oxidation state of metal, (iv) V2O5, for +5 oxidation state
of metal and (v) WO3·13 H2O, for +6 oxidation state of metal.

Knowledge of the crystal structures is a prerequisite for under-
standing the properties, especially the bonding characteristics of oxides
[9,31]. Binary oxides, in general, adopt diverse structures
[25,29,32–34], which include (i) Halite (MgO, CaO, BaO), (ii) Cuprite
(Cu2O), (iii) Wurtzite (BeO), (iv) Massicot (β-PbO), (v) Corundum
(Fe2O3, Cr2O3), (vi) Rutile (TiO2, SiO2, SnO2), (vii) Baddeleyite (ZrO2),
(viii) Spinel (Mn3O4, Fe3O4, Co3O4), (ix) Rocksalt (MnO, FeO, CoO) and
(x) Fluorite structures (HfO2). In some cases, other structures also exist
such as orthorhombic (V2O5) and monoclinic (CuO). In this regime,
ZnO, the subject of this study for +2 oxidation state of metal, crys-
tallizes in wurtzite structure based on the space group P mc63 [35–37].
This structure can be described as a number of Zn and O ionic planes
stacked alternatively along the c-axis of the hexagonal symmetry. The
most stable structure of Al2O3, which is the second subject of this study
for +3 oxidation state of metal, is corundum with R c3̄ space group
symmetry [38–41]. Each aluminum atom is surrounded by six oxygen
atoms and each oxygen atom is surrounded by four aluminium atoms.
The baddeleyite phase of zirconia in which zirconium exists in +4
oxidation state, has a monoclinic structure with P c2 /1 space group
[42–44]. Each Zr atom is connected to two oxygen sites, O1 and O2
with a coordination number of seven (i.e. three O1 and four O2 atoms).
Each O1 ligand is connected to three Zr atoms whereas each O2 ligand
is connected to four Zr atoms. Vanadium pentoxide, in which vanadium
exists in +5 oxidation state, forms an orthorhombic crystal with Pmmn
space group [45–48]. Here the vanadium atoms are bonded to three

oxygen sites with a coordination number of five (i.e. one vanadyl
oxygen atom (O1), one bridging oxygen atom (O2) and three O3
atoms). Each vanadyl oxygen atom, bridging oxygen atom and O3 atom
is bonded to one, two and three vanadium atoms respectively. Limited
theoretical and experimental works on tungsten trioxide hydrate WO3·13
H2O has gained substantial interest to choose this material for the study
of oxide in +6 oxidation state of the metal. This hydrate has orthor-
hombic symmetry with Fmm2 space group [49,50]. There are two
structurally different tungsten atoms (W1 and W2) and five structurally
different oxygen atoms (O1, O2, O3, O4, and O5). Each W1 atom is
coordinated to two O1 atoms, two O2 atoms and two O3 atoms whereas
each W2 atom is coordinated to four O2 atoms, one O4 atom and one
O5 atom. According to Gerand et al. [49], O4 is a water molecule. Only
few theoretical and experimental charge density studies have been done
for these materials [36,38,39,48,51–54] and moreover, the information
available regarding the bonding principles is both incomplete and not
well verified. And also, interestingly, there are no reports of charge
density studies on WO3·13 H2O. Hence extensive experimental charge
density research efforts are focused to elucidate and compare the
bonding mechanisms in these binary oxides which exist in different
oxidation states of metals.

2. Sample and data collection

Highly pure (99.99%) commercially available powders of the above
said chosen materials were used in this work. The powder X-ray dif-
fraction data for these samples were collected using Bruker X-ray dif-
fractometer of D8 advanced ECO XRD system with SSD160 1 D
Detector. MoKα wavelength of 1.54060 Å was used with a 2θ range
from 5° to 120° in steps of 0.01° interval. The obtained X-ray dif-
fractograms were compared and matched with Joint Committee
Powder Diffraction Standards (JCPDS) data. The absence of additional
peaks confirms the good quality of data.

3. Structure refinement using rietveld technique

To extract the structural details and structure factors, the raw XRD
profiles were subjected to Rietveld refinement analysis [55] using the
software JANA 2006 [56], which is a standard tool devised by Hugo
Rietveld for the characterization of crystalline materials. This method
adopts the principle of minimizing the difference between the theore-
tically modeled profile and the observed ones as a function,

∑= −D W F F(| | | |)
hkl

hkl O C
2

Here the weight to be assigned to an observation is designated as
Whkl and the observed and calculated structure factors are designated as
FO and FC respectively. In this technique, scale, structural parameters,
lattice parameters, peak shift, preferred orientation, background profile
functions, thermal parameters, surface roughness were refined until the
observed XRD profile matches well with the calculated profile.

The profiles of all the five samples thus refined showed perfect fit-
ting. The fitted powder profile of ZnO is presented as Fig. 1 as an ex-
ample. The resultant refined parameters and reliability indices are ta-
bulated as Table 1. The low R-factors in the table indicates the accuracy
of the data and successful refinements. The structure factors and the
thermal parameters extracted from these refined profiles were further
utilized for the estimation of accurate charge density in the unit cells of
these binary oxides.

4. Charge density analysis

In this work, for predicting the trend of bonding character in the
samples, the most appropriate electron density distribution was con-
structed by using two best possible mathematical tools, multipole and
maximum entropy method.
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4.1. Multipole analysis

For understanding the charge distribution in a crystal, it is necessary
to study the intricate details of the charge related parameters including
the contraction/expansion of atoms in the systems. This can be
achieved by constructing the electron density model proposed by
Hansen and Coppens [57] which allows the refinement of population
parameters at different orbital levels. In this model, the charge density,
defined as,

∑= − − ⊗ρ r ρ r r u t u( ) ( ) ( ),
k

atoms

k k

where t u( )k is the Gaussian term and the symbol ⊗ represents the
convolution, is the superposition of harmonically vibrating aspherical
atomic density distribution and each atomic density defined as,

∑ ∑= + + ′ ′ +
→

= =−

ρ r P ρ r P κ ρ κr κ R κ r P Y r
r

( ) ( ) ( ) ( ) ( )c core v valence
l

l
m
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3

0
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where Pc, Pv and Plm are population coefficients and ′R κ r( )l is the slater
type radial function, is a series expansion in real spherical harmonic
functions through fourth order Ylm. The parameters ρcore and ρvalence can

be constructed by using canonical Hartree – Fock atomic orbitals of the
free atoms normalized to one electron and allowing the valence func-
tion to expand and contract by adjusting the variable parameters κ and

′κ .
The same software JANA 2006 [56], which is used for rietveld re-

finement, is again used for multipole refinement of core, valence and
pseudo-atomic electron occupancies Plm. According to Hansen and
Coppens [57], the neutral atom wave functions are extracted from
Clementi tables [58] and the Slater type radial functions are used with

=n 4468l for Zn/Zr/V, =n 4446l for Al, =n 6668l for W, =n 2223l for O
and =n 1123l for H for ≤l 4. For individual atoms H, O, Al, V/Zn, Zr
and W, the core charges are taken as He, Ne, Ar, Kr, Xe and Rn re-
spectively during refinement and for all these atoms, the valence ex-
pansion/contraction parameter κ( ) is refined in the five data sets. The
results of the refinement are given as Table 2. The values greater than
unity for the parameters κ and ′κ indicate the contraction of the par-
ticular atoms and those less than unity indicate the expansion of that
particular atoms. In this basis, the κ values in the table show that the

Fig. 1. Rietveld refinement profile of ZnO.

Table 1
Results of refinements.

Structure refinement using Rietveld technique
Oxidation state +1 +2 +3 +4 +5 +6
Parameters SrO [30] ZnO Al2O3 ZrO2 V2O5 WO3.333H0.667

a (Å) 5.1602 3.2472 4.7599 5.1522 11.5454 7.3304
b (Å) 5.1602 3.2472 4.7599 5.2139 3.5722 12.5237
c (Å) 5.1602 5.2017 12.9957 5.3208 4.3859 7.7085
Cell Volume (Å3) 137.40 47.5007 254.9857 141.0885 181.0950 707.6603
Density (gm/cc) 4.7000 5.6879 3.9840 5.7990 3.3354 6.6975
Uiso (Å2) (M) – 0.0170 0.0384 0.0372 0.0398 0.0370

0.0484
Uiso (Å2) (O) – 0.0163 0.0014 0.0414

0.0402
0.0510
0.0196
0.0188

0.0412
0.0128
0.0222
0.0121
0.1326

Uiso (Å2) (H) – – – – – 0.0379
Robs (%) – 1.59 1.68 1.09 1.21 0.78
wRobs (%) – 2.80 2.55 1.59 1.79 1.46
Charge density by MEM refinement
Lagrange parameter 0.019 0.0216 0.1235 0.0027 0.0205 0.0112
Number of cycles 1191 73 148 2753 311 11231
Prior electron density (e/Å3) 1.3390 1.5999 1.1765 1.5877 0.9509 1.7183
Resolution (eÅ−3/pixel) 0.0863 0.051 0.075 0.081 0.056 0.075
Robs (%) 1.02 1.55 1.66 1.03 1.59 1.90
wRobs (%) 1.08 2.03 2.66 1.59 1.95 2.04

Table 2
Results of multipole refinement.

Oxidation state Molecules Atoms Parameters

PC PV κ κ′

+2 ZnO Zn 18.2822 12.0239 0.9983 1.0000
O 2.0502 5.8883 1.0156 1.0000

+3 Al2O3 Al 9.9808 2.4260 1.0296 1.0000
O 2.0068 6.4154 0.9493 0.9618

+4 ZrO2 Zr 36.0553 4.0333 0.9930 1.0000
O1 2.0030 5.9884 1.0051 1.0000
O2 1.9972 6.5086 0.9345 1.0000

+5 V2O5 V 18.0000 5.0074 0.9990 1.0000
O1 2.2205 6.3605 0.9947 1.0000
O2 1.9261 6.4008 0.9453 0.9013
O3 2.1450 6.5108 0.9138 1.0000

+6 WO3.333H0.667 W1 54.2081 20.6186 0.9116 1.0000
W2 54.1088 19.0946 1.1036 1.0000
O1 1.9792 5.3939 1.1036 1.0000
O2 1.9437 5.7840 1.3335 1.0000
O3 1.8943 5.8478 1.5214 1.0000
O4 1.5254 6.5500 0.8718 1.0000
O5 2.4845 5.1170 1.0945 1.0000
H 0.0000 0.9322 1.1459 1.0000
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atoms Zn, Zr and V have undergone expansion while the Al atom has
undergone contraction in ZnO, ZrO2, V2O5 and Al2O3 systems respec-
tively. The oxygen atom has undergone contraction in ZnO, but it has
undergone expansion in Al2O3 and V2O5. This refinement has con-
tributed two interesting results. One is that, in Zirconia, which has two
oxygen sites, O1 atom which has a κ value of 1.0051, is found to get
contracted whereas O2 atom with the κ value of 0.9345 is found to get
expanded while bonding. The second interesting result is that, in
tungsten trioxide hydrate, one among the two tungsten sites, W1 (for
which, =κ 0.9116), expands whereas, the other site atom W2 (for
which, =κ 1.1036), contracts. And also, in the same system, all oxygen
atoms contract, except O4, which expands as its κ value (0.8718) is less
than unity, while bonding. These effects reflect in the values of core (Pc)
and valance (Pv) charges of all the atoms. For example, in ZnO, the sum
of the values of Pc and Pv of Zn and O is 30.3061 and 7.9385 respec-
tively. These values, when compared to the actual Z values of Zn (30)
and O (8) confirm the expansion and contraction of the respective
atoms. Nevertheless, since the shape of the valence charges is com-
pletely aspherical, ′κ would be very difficult to refine.

To visualize the effect of temperature on charge distribution in the
systems, the deformation density maps, in which the density of de-
formation is characterized as,

∑

→

=
→

−
→

−
→

− →

−

−

Δρ r

V
F h F h πi h r

( )
1 [ ( ) ( ) ]exp[ 2 ( )]

multipole deformation

multipole spherical atom

where Fmultipole represents the Fourier transform of the multipole elec-
tron density with or without convolution of thermal contribution, are
constructed (Fig. 2). The fourier components are terminated at the
experiment resolution. Here, the dynamic deformation maps indicate
the convoluted form whereas the static deformation maps indicate the
deconvoluted form of thermal contribution. All atoms show less de-
formation in the maps. Moreover, lone pair electrons of oxygen atoms
are clearly visible in the figures.

The topological view of the charge distribution facilitates the in-
vestigation of general electron distribution pattern and offers a quan-
titative description of the bonding mechanism in the systems. Hence,
based on the “Atoms In Molecules (AIM) theory” proposed by Bader
[59], the charge distribution constructed using multipole model is
analysed. According to him, “two atoms are bonded if they are con-
nected by a line of maximum electron density called a bond path, on
which lies a bond critical point (BCP) where ∇

⎯→⎯
=ρ r( ) 0BCP , and the

critical points are the characteristics of the bond existing between the
atoms”.

Using Newton-Raphson method, the (3,-1) bond critical points are
found in the place between every pair of neighboring nuclei and pre-
sented as Table 3. In the table, the distance between the metal atom -
ligand atom, metal atom - CP and CP - ligand atom are represented by d,
d1, d2 respectively. A (3,-1) CP with one positive eigen value corre-
sponds to a saddle point of ρ as given in the table. According to
Tsierelson [60], this electron density at the bond critical point serves as
a tool to distinguish each atomic interaction types. Consequently, the
interactions are categorized as closed shell atomic interactions
( <ρ bcp( ) 0.3 e/Å3), intermediate interactions ( < <ρ bcp0.3 ( ) 1 e/Å3)
and shared shell interactions ( < <ρ bcp1 ( ) 2 e/Å3) [60–63]. For +1
oxidation state of metal, the charge density at the bond critical point of
the molecule SrO, which falls in to the category of ionic bonding, as
reported by Israel et al. [30], is also included in the table.

G.C.Zhou et al. [51] performed a theoretical topological analysis of
wurtzite ZnO and derived the CP values from LDA and GGA methods.
These results strongly underestimated the symmetries of oxygen atoms.
On the contrary, the present experimental topological analysis shows
that in ZnO, which possess a single oxygen site, the oxygen atoms at two
different symmetries exhibit two different bonding characteristics with
Zn atoms, one points out a closed shell interaction, corresponding to a ρ

value of 0.0766 e/Å3 and the other points out an intermediate inter-
action, corresponding to a ρ value of 0.5672 e/Å3. In corundum, which
also possess a single oxygen site, even though the electron densities at
the critical points of the bonds formed between the metal atom and the
ligand atom at (x-y, x, -z) and that at (-y+1/3, x-y+2/3, z+2/3) dif-
fers, both the interactions are of intermediate type. In case of Zirconia,
the values of the density of charges at the CP of bonds formed between
Zr and its surrounded three O1 atoms are greater than unity, while, that
of the bonds formed between Zr and its surrounded four O2 atoms are
less than unity. This confirms that, the Zr atoms when bonded to O1
atoms, exhibit polar covalent characteristics, but the same when
bonded to O2 atoms exhibit intermediate characteristics. Xilin Yin et al.
[64] reported on the least ionic behavior of the singly coordinated
vanadyl oxygen atom (O1), while bonded with vanadium atom, by
performing density functional calculations in the bulk system, V2O5.
The present experimental work also, reflects the least ionic behavior of
the O1 oxygen atom through a very high ρ value of 3.3899 e/Å3, when
compared with the other doubly coordinated (O2) and triply co-
ordinated (O3) atoms. This high value of ρ is beyond the Tsierelson's
classification of interactions and hence it is classified under strong
correlation induced bond. One another strong correlation induced bond
is found between the O2 atom and the vanadium atom, as its electron
density at the saddle is also very high (3.1364 e/Å3). According to the
density functional calculations [64], the degree of ionicity between the
V atom and the O atoms decreased in the order: > >O O O3 2 1. In our
work also, the decrease in the degree of ionicity between the metal and
the ligand atoms is found to satisfy the same trend. Moreover, the table
shows that among the two O3 atoms, bonded to the V atom, one has an
intermediate characteristic ( =ρ 0.5715 e/Å3) and the other has a shared
shell characteristic ( =ρ 1.0794 e/Å3), with respect to its symmetries. In
case of the tungsten trioxide hydrate, all oxygen atoms, except the O1
atom at the symmetry (-x, -y+1/2, z+1/2), when bonded to W1 atom
shows a high covalent behavior than those bonded to W2 atoms. Here
also, the bonding characteristics differ with respect to the symmetries of
the oxygen atoms. In case of O1 and O2 atoms, considering the dis-
similar symmetries, the interactions are same with slight difference in
bond length as well as ρ values. But, in view of O3 atoms, the bonding
fluctuates between polar covalent ( =ρ 1.5080 e/Å3) and strong corre-
lation induced ( =ρ 3.9604 e/Å3) depending on the symmetry.

This detailed topological analysis confirms a mixed ionic and
covalent nature of bonding in all the systems. For a more lucid inter-
pretation, the oxidation state of the metal is plotted against electron
density at bcp, bond length and bonding radius of oxygen (Fig. 3). The
general and well known fact about bonds is that, within a unit cell, the
shortest bond is the strongest and the best possible bond in a molecule,
because of its perfect geometrical arrangement of charges in that bonds.
Hence the shortest bond in each interaction type is taken in to account.
At low oxidation state of metals, the low ρ values (less than 0.3 e/Å3)
and high d values in the Fig. 3(a) and (b) indicate that the bonds are
predominantly ionic and very weak. The bonding radius of oxygen is
also high (Fig. 3(c)). The increase in oxidation state of cations, increases
the importance of covalent character in bonds which is signified by the
raise in the electron density at the critical point. Hence, from +2 oxi-
dation state of cation, interactions between the metal and ligand atoms
are intermediate, whereas from +4 oxidation state of cation, the in-
teractions are both intermediate and polar covalent. As a result, the
strength of the bonds also increases, as medium bonds for intermediate
interactions and strong bonds for polar covalent interactions. As the
charges from the ligand atom take part in covalent bonding formation,
its bonding radius in intermediate interactions are comparatively low
than that in closed shell interactions. And also, the same that in shared
shell interactions are still low. At very high oxidation state of cations,
i.e. at +5 and + 6 states, the electron density at the saddles of certain
bonds is very high, declaring the presence of strong correlation induced
bonds. Actually, in these systems, the charges that were originally
present in covalent bond is shared in strong correlation induced bonds.
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This reduces the charges at bcp of covalent bonds in those chosen
molecules. Part of the charges reduced in covalent bond is taken care of
by the strongly correlated bonds. And also, most of the charges will be
at the bond path of these strongly correlated bonds and hence the
electron densities at bond critical points of these bonds increase with
increase in oxidation state of metal. Fig. 3(b) shows that the medium
and strong bonds are getting stronger at high oxidation state of metals.
Shrinking of bond lengths are evidenced in case of strong correlation
induced interactions. This authenticates that strongly correlated bonds
are the strongest bonds. Perhaps, the increase in bond length of strong
correlation induced bond in +6 oxidation state, i.e. in WO3.333H0.667, is
due to the involvement of H atom and the presence of O3.333 instead of
O3. The bonding radius of oxygen in strongly correlated interactions are
comparatively low than that in other interactions. Thus this graph

serves as the most important step for the purpose of this paper, as it
illustrates the degree of the involvement of covalency and strong cor-
relation in binary oxides with respect to oxidation state of metals.

4.2. MEM analysis

The refined structure factors are further used for MEM analysis, a
statistical and probabilistic approach of charge density. Maximum en-
tropy method (MEM), as proposed by Collins [65], serves as an exact
tool to obtain the valence charge density along the bond path through
high resolution density distribution maps. Initially, the unit cells of all
the systems are divided so as to contain 64× 64 x 102 pixels in ZnO,
64× 64 x 174 pixels in Al2O3, 64×65 x 66 pixels in ZrO2, 207×64 x
79 pixels in V2O5 and 64× 109 x 67 pixels in WO3.333H0.667 in

    (a)     (b)

    (c)

     (d)

    (e)     (f)

   (i)

      (j)

     (g)

     (h)

Fig. 2. Dynamic and static deformation multipole density maps of (a,b) ZnO, (c,d) Al2O3, (e,f) ZrO2, (g,h) V2O5 and (i,j) WO3.1/3H2O respectively. Negative contours
are shown with dashed lines.
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accordance with their ratio of cell dimensions along the three crystal-
lographic axes. To evaluate the electron density, the principle of this
method is to maximize the entropy in an iterative cycle in the i th pixel
in a unit cell in terms of the assumed uniform prior density at that pixel,
subject to the constraint,

∑=
−C

N
F k F k

σ
1 | ( ) ( )|

k

obs cal
2

2

that compares the observed and calculated structure factor, as proposed
by Sakata and Sato [66]. Here N , F k( )Obs , F k( )Cal and σ denotes the
number of reflections, observed and calculated structure factors and
standard deviation respectively. The entropy becomes maximum when
C tends to unity and hence results in the desired electron density,

    (a)

     (b)

      (c)

Fig. 3. Oxidation state versus (a) electron density at bcp, (b) bond length and (c) bonding radius of oxygen.

(a)
Zn O (b)

Fig. 4. (a) Two-dimensional electron density map and (b) atomic basins of ZnO.
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∑= − −ρ r τ r λF
N

σ k F k F k πj k

r

( ) ( )exp[( ) [1/ ( )] | ( ) ( )| exp( 2 .

)]

MEM i i Obs Cal
000 2

where τ r( )i is the prior electron density and F000 is the number of
electrons in the unit cell. The software PRIMA [67,68], which employs
this method is used for computation. The prior charge density (F /V000 )

assigned to each pixel, the number of iterative cycles carried out for
each system and several other parameters resulted in refinement are
given in Table 1. The low reliability indices in the table reveal the high
quality nature of the five available data sets.

This maximum entropy method compliments three necessary tools
for bonding investigations, 3-D and 2-D charge density distribution
maps and 1-D charge density profiles. For this purpose, the resultant

          (a)

  Al    O    (b)

Fig. 5. (a) Two-dimensional electron density map and (b) atomic basins of Al2O3.

(a) (b)  (c)

(d)

Zr O1 O2 (e)

Fig. 6. (a), (b), (c) and (d) Two-dimensional electron density maps and (e) atomic basins of ZrO2.

(a)

(b)

 V O1(c)

  O2   O3

Fig. 7. (a) and (b) Two-dimensional electron density maps and (c) atomic basins of V2O5.
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charge density is plotted and visualized by using the software VESTA
[69]. The three dimensional arrangement of charges in the unit cell
were mapped in ball and stick model of structure and the maps showed
very clear and highly resolved electron clouds in some areas and
covalent charge gathering over some other areas. Moreover, certain
interesting and at the same time important points are noticed. In almost
all the systems, the ligand atoms of same site exhibit various bonding
characteristics depending on its symmetry. This is a prime evidence for
the results discussed in topological analysis.

This creates a necessity, to map and study the 2-D profiles along
various bonding planes so that all these bond paths are clearly under-
stood. And also, in order to have a specific visualization of the density
variations in the bonding regions, two dimensional maps are plotted
(Figs. 4(a), 5(a), 6(a)–(d),7(a) and (b) and 8(a)–(d)) in BGR (Blue Green

Red) scale. The saddle regions with blue shade indicate high density
whereas those with red shade indicate a comparative low density. This
helps the bonding criteria to be more visible and clear to understand. In
Figs. 4(a) and 5(a) i.e. in ZnO and Al2O3 systems, the oxygen atoms
enacting two different behaviours in bonding are well pronounced,
through red saddles representing low density and blue saddles re-
presenting comparative high density. This authenticates the same ar-
gument in topological analysis in case of these two systems. The curved
bond paths are also clearly seen in the latter case. In the two dimen-
sional plots of ZrO2 (Fig. 6(a), (b), (c) and (d)), the polar covalent bonds
formed by Zr atom when interacted with O1 atoms are characterized by
blue saddles. A keen observation in to these figures clearly show the
symptoms of electron sharing between the metal atom and the ligand
atoms for which the value of ≥ρ 1. In the 2-D mem maps of V2O5

 (a) (b)  (c)

(d)
(e)

W1 W2 O1 O2

O3 O4 O5

Fig. 8. (a), (b), (c) and (d) Two-dimensional electron density maps and (e) atomic basins of WO3.1/3H2O.

    (a)    (b)

  (c) (d)

Fig. 9. One dimensional charge density profiles of (a) Ionic, (b) Intermediate, (c) Polar covalent, and (d) Strong correlation induced bonds.
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(Fig. 7(a)) and WO3.333H0.667 (Fig. 8(a)), the strongly correlated bonds
are evidenced as discussed in topological analysis. And also, from the
Fig. 7(a) and (b), there is no doubt that, in vanadium pentoxide, the
ionic character decreases in the order:

> >O red saddle O green saddle O blue saddle3 ( ) 2( ) 1( ). The fact that the
O1 ligand is the least ionic, once again reflects here. In WO3.333H0.667

(Fig. 8(d)), the position of hydrogen atom is clearly picturized in be-
tween W2 atom and O4 atom. This confirms that O4 is a water molecule
as reported by Gerand et al. [49]. Owing to the inclusion of H atom in
the other end of the bond (i.e. in between W2eO4 bond), for charge
balance, the W2eO5 bond gets very weak with a low mid bond density
of 0.4099 e/Å3. The curved bond paths are specified in the figures. The
bond lengths (given in Table 3) and density at the mid bonds derived
from MEM analysis matches very well with the same derived from
multipole analysis.

The two dimensional maps of all the systems clearly exhibit the
aspherical nature of both the metal and ligand atoms, while bonding.
Hence, for the close investigation of this asphericity, true valence
charge density figures encapsulating atomic basins (regions of space
which is enclosed inside a zero charge density flux surface, ∇

→ →ρ n· ,
where →n is the unit vector of surface) are drawn (Figs. 4(b) and 5(b),
6(e), 7(c) and 8(e)). The figures explicitly disclose the fact that the
atomic basins of the atoms are not influenced by the symmetries and
bonding natures of the atoms and obviously, it depend on the site of
that particular atom.

Charge densities at BCPs and the quantified transfer of charge are
the two necessary tools to discuss in the course of study of bonding
features. Hence the atomic charges are calculated by using the method
of numerical integration of the electron density over zero flux atomic
basins in all the molecules. This calculation of basin integration in
Zirconia showed a transfer of 3.9202e from the Zr atom to both the
three O1 and four O2 ligands: 0.9032e are associated with each O1
atom, while 0.3026e are transferred to each O2 ligand. Except badde-
leyite, in which the atomic basins of both Zr and O are very close to
spherical shape (Fig. 6(e)), the integration of charge could not lead to
successful results for the remaining four molecules. For other atoms, the
basins deviate from spherical surface (Figs. 4(b), 5(b), 7(c) and 8(e)).
Indeed, clear definitions of zero flux surfaces are not possible in many
of the atoms having small surface. Also, the oxygen shapes go asphe-
rical in all the cases. This makes it difficult to define a near spherical or
zero flux surface and hence the charge integration becomes very diffi-
cult for these cases. All these arguments may be the reasons for the
difficulties in the calculation of charge transfer in the remaining sys-
tems. However, the interactions between metal and oxygen atoms,
through charge density plots, prove that the potential of shared shell
and strong correlation interactions increases with the increase in oxi-
dation state of metals.

To quantify the MEM 3-D and 2-D results, one dimensional charge
density profiles are drawn along all the shortest ionic, intermediate,
polar covalent and strong correlation induced bonds and presented as
Fig. 9. The exact values of charges at the saddle points match very well
with the values in Table 3. In the figure, the profiles of the systems with
high oxidation state of cation are shallower than that with low oxida-
tion state of cation. This shows an increase in shared charge accumu-
lation in the bonding regions of the former than the latter. Hence our
conclusion from this investigation of oxygen bonding with respect to
the ascending order of the oxidation state of metal cations is that, at low
oxidation states the ionic character of bonding predominates in binary
oxides. As the oxidation state increases, gradually, the intermediate and
then the polar covalent interactions are found to be taking up. Ulti-
mately, it reaches the strong correlation induced interactions along
with the intermediate and polar covalent interactions. In all the mole-
cules, intermediate type of bonding characteristics is evidenced.

5. Conclusion

The present work collects into one place the relevant pieces of in-
formation about the bonding properties of certain transition and post
transition binary metal oxides using charge density analysis. A quali-
tative as well as quantitative analysis of electron densities along dif-
ferent bonding planes is substantiated. This study clearly reveals that
these systems exhibit iono-covalent character, and also, the covalent
nature of bonding increases with increase in the oxidation state of
metals. Except SrO, which is purely ionic, all the compounds show
evidences of intermediate type of bonding. At high oxidation states,
strongly correlated bonds are also recognized. Such studies in more
oxides are needed to remove the inadequacy of understanding the
bonding principles in these captivating materials.
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